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other computing devices that may periodically go “offline”)
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1
EVENTUALLY CONSISTENT STORAGE AND
TRANSACTIONS IN CLOUD BASED
ENVIRONMENT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation-in-Part application of
U.S. patent application Ser. No. 12/965,070, filed on Dec.
10, 2010, by Burckhardt, et al., and entitled “SHARING
DATA AMONG CONCURRENT TASKS,” and claims pri-
ority to U.S. patent application Ser. No. 12/965,070, under
Title 35, U.S.C., §120.

BACKGROUND

1. Technical Field

An “Eventually Consistent Sharing Model” provides vari-
ous techniques for using fork-join automata based on revi-
sion diagrams to track the forking and joining of updates or
changes to versions of shared data thereby tracking updates
made to replicas of the shared data, and using “cloud types”
to define the structure of that data in such a way as to enable
a fully automatic conflict resolution relative to the different
updates.

2. Background Art

“Eventual consistency” is a well-known workaround to
the fundamental problem of providing CAP (i.e., consis-
tency, availability, and partition tolerance) to clients that
perform queries and updates against shared data in a dis-
tributed system. It weakens traditional consistency guaran-
tees (such as linearizability) in order to allow clients to
perform updates against any replica of the shared data, at
any time. Eventually consistent systems guarantee that all
updates are eventually delivered to all replicas, and that they
are applied in a consistent order.

Eventual consistency is popular with system builders.
One reason is that it allows temporarily disconnected rep-
licas to remain fully available to clients. This is particularly
useful for implementing clients on mobile devices. Another
reason is that it does not require updates to be immediately
performed on all server replicas, thus improving scalability.
In theoretical terms, the benefit of eventual consistency can
be understood as its ability to delay consensus.

Existing techniques for providing eventual consistency
generally use a weak consistency model that breaks with
traditional approaches (e.g., serializable operations) and thus
requires developers to be more careful. The issue is that
updates are not immediately applied globally, thus the
conditions under which they are applied are subject to
change, which can easily break data invariants. Many even-
tually consistent systems address this issue by providing
higher-level data types to programmers. However, the
semantic details often remain sketchy. Experience has
shown that ad-hoc approaches to the semantics and imple-
mentation of such systems can lead to surprising or unac-
ceptable behaviors (e.g., an online “shopping cart” where
deleted items reappear).

For example, eventual consistency uses a variety of
techniques such as general causally-ordered broadcast or
pairwise anti-entropy to propagate updates. These tech-
niques are particular implementations that treat visibility as
a partial order. As for arbitration order, it has been observed
that two general approaches commonly used. The most
common approach is to use (logical or actual) timestamps as
a simple way to arbitrate events. Another approach (some-
times combined with timestamps) is to make updates com-
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mutative, which makes arbitration unnecessary (i.e., an
arbitrary serialization of the visibility order can be selected
for updates.

In addition, there is a large body of known work on
“transactions.” Most academic work in this area considers
strong consistency (serializable transactions) only, and is
thus not directly applicable to eventual consistency. Never-
theless there are some similarities. For example, one con-
ventional technique provides insight on the limitations of
serializable transactions, and proposes workarounds similar
to those used by eventual consistency (timestamps and
commutative updates). However, transactions remain tenta-
tive during disconnection with this technique. Another con-
cept related to transactions considers “snapshot isolation” in
relaxing its “consistency model,” but transactions can still
fail, and can not commit in the presence of network parti-
tions. Yet another concept considers coarse-grained transac-
tions, and uses abstract data types to facilitate concurrent
transactions.

Prior work on “operational transformations” can be
understood as a specialized form of eventual consistency
where updates are applied to different replicas in different
orders, but are themselves modified in such a way as to
guarantee convergence. This specialized formulation can
provide highly efficient broadcast-based real-time collabo-
ration, but poses significant implementation challenges.

SUMMARY

This Summary is provided to introduce a selection of
concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used as an aid
in determining the scope of the claimed subject matter.
Further, while certain disadvantages of prior technologies
may be noted or discussed herein, the claimed subject matter
is not intended to be limited to implementations that may
solve or address any or all of the disadvantages of those prior
technologies.

An “Eventually Consistent Sharing Model,” as described
herein, provides various techniques for using fork-join
automata based on “revision diagrams” to determine both
arbitration and visibility of changes or updates to shared
information (e.g., data, databases, lists, etc.) without requir-
ing a causally consistent partial order for visibility, and
without requiring change or update timestamps for arbitra-
tion. In particular, the Eventually Consistent Sharing Model
uses revision diagrams to track the forking and joining of
data versions, thereby tracking updates made to replicas of
that data by one or more sources. “Cloud types” are used to
define a structure of the shared data that enables fully
automatic conflict resolution when updating the shared data.

More specifically, the Eventually Consistent Sharing
Model uses the concept of revision diagrams to provide
eventually consistent transactions, by (1) keeping track of
changes that are performed to each replica, and (2) ordering
conflicting updates lazily, but consistently. In addition, the
Eventually Consistent Sharing Model enables the use of
cloud types (e.g., integers, strings, booleans, arrays, entities,
etc., that are adapted to cloud computing environments) to
declare the structure of data in such a way as to enable
automatic conflict resolution. Further, the Eventually Con-
sistent Sharing Model also enables mobile devices (or other
computing devices that may periodically go “offline”) to
share structured data through the cloud or other network
environments in a manner that provides local data replicas
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for offline operation while guaranteeing eventually consis-
tent convergence of all corresponding data replicas using the
automated conflict resolution techniques described herein.
In other words, the Eventually Consistent Sharing Model
provides various techniques for enabling a plurality of
computing devices to use cloud-based shared storage in a
way that supports offline operation while guaranteeing even-
tual consistency of all data replicas.

It should be noted that the use of the use of revision
diagrams for sharing data among concurrent tasks is
described in detail in co-pending U.S. patent application Ser.
No. 12/965,070, filed on Dec. 10, 2010, by Burckhardt, et
al., and entitled “SHARING DATA AMONG CONCUR-
RENT TASKS,” the subject matter of which is incorporated
herein by this reference. In general, the co-pending U.S.
patent application provides a fork-join model of concurrency
wherein shared states, data, or variables are conceptually
replicated on forks, and only copied or written if necessary,
then deterministically merged on joins such that concurrent
tasks or programs can work with independent local copies of
the shared states, data, or variables in a manner that ensures
automated conflict resolution.

The present document expands the use of revision dia-
grams relative to the co-pending U.S. patent application by
providing various techniques for using fork-join automata
based on revision diagrams to track the forking and joining
of versions of shared data (i.e., local “replicas” or “revi-
sions” of that data), thereby tracking updates made to
replicas of that data, and using “cloud types” to define the
structure of the data in such a way as to enable a fully
automatic conflict resolution for guaranteeing eventual con-
sistency of all data replicas.

In addition to the just described benefits, other advantages
of the Eventually Consistent Sharing Model will become
apparent from the detailed description that follows herein-
after when taken in conjunction with the accompanying
drawing figures.

DESCRIPTION OF THE DRAWINGS

The specific features, aspects, and advantages of the
claimed subject matter will become better understood with
regard to the following description, appended claims, and
accompanying drawings where:

FIG. 1 provides an exemplary architectural flow diagram
that illustrates program modules for implementing various
embodiments of an “Eventually Consistent Sharing Model,”
as described herein.

FIG. 2 provides an example of various types of “revision
diagrams,” as described herein.

FIG. 3 provides a visualization of various construction
rules for revision diagrams, as described herein.

FIG. 4 provides some simple examples of invalid or
non-functional revision diagrams where the join condition
does not hold at construction of the join nodes, as described
herein.

FIG. 5 provides an illustration of a labeled revision
diagram for a random memory access example, as described
herein.

FIG. 6 provides examples of conflict resolution for a
“cloud integer” data type with updates of revisions replayed
at join points, as described herein.

FIG. 7 provides an example of a nondeterministic pro-
gram execution scenario, as described herein.

FIG. 8 provides an example of a nondeterministic pro-
gram execution scenario, as described herein.
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FIG. 9 provides an example of a nondeterministic pro-
gram execution scenario in a case having two clients and a
server pool of three servers (also referred to as “hosts”), as
described herein.

FIG. 10 provides an illustration of a join rule implemen-
tation, as described herein.

FIG. 11 provides various examples of indirect encoding
advantages, as described herein.

FIG. 12 illustrates a general system flow diagram that
illustrates exemplary methods for implementing eventually
consistent transactions for shared data, as described herein.

FIG. 13 illustrates a general system flow diagram that
illustrates exemplary methods for implementing “cloud data
types” for automatic conflict resolution, as described herein.

FIG. 14 illustrates a general system flow diagram that
illustrates exemplary methods for programming mobile
devices to enable eventually consistent transactions for
shared data, as described herein.

FIG. 15 is a general system diagram depicting a simplified
general-purpose computing device having simplified com-
puting and I/O capabilities for use in implementing various
embodiments of the Eventually Consistent Sharing Model,
as described herein.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

In the following description of the embodiments of the
claimed subject matter, reference is made to the accompa-
nying drawings, which form a part hereof, and in which is
shown by way of illustration specific embodiments in which
the claimed subject matter may be practiced. It should be
understood that other embodiments may be utilized and
structural changes may be made without departing from the
scope of the presently claimed subject matter.

1.0 Introduction:

Eventual consistency can improve the availability and
performance of distributed shared storage in the presence of
network partitions. However, it is often unclear how to deal
with conflicting updates when considering eventual consis-
tency data that has been changed or updated by multiple
sources. Past systems have relied on manual conflict reso-
Iution or special-purpose code that treats data changes or
updates as serializable transactions.

In contrast, an “Eventually Consistent Sharing Model,” as
described herein, provides various techniques for using
fork-join automata based on “revision diagrams” to deter-
mine both arbitration and visibility of changes or updates to
shared data (e.g., data, databases, lists, etc.) without requir-
ing a causally consistent partial order for visibility, and
without requiring change or update timestamps for arbitra-
tion. In particular, the Eventually Consistent Sharing Model
uses revision diagrams (and fork-join automata based on
these revision diagrams) to track the forking and joining of
data versions, thereby tracking updates made to replicas of
that data by one or more sources. “Cloud types” are used to
define a structure of the shared data that enables fully
automatic conflict resolution when updating the shared data.
These concepts enable mobile devices (or other computing
devices that may periodically go “offline™) to share struc-
tured data in cloud-based or other network environments in
a manner that provides local data replicas for offline opera-
tion while guaranteeing eventually consistent convergence
of the data replicas.

More specifically, the Eventually Consistent Sharing
Model introduces a notion of eventually consistent transac-
tions based on a concise and abstract definition of this
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concept. This definition is leveraged to provide a systematic
approach for building systems that support such transac-
tions, based on revision diagrams. As discussed in detail
herein, the revision diagram rules are provably sufficient to
guarantee eventual consistency of replicas of shared data.

These concepts are then further expanded by using “com-
posable data types” for eventual consistency. In particular,
the concept of providing good programming abstractions for
cloud storage, synchronization, and disconnected operation
is central to the idea of enabling the use of programming
abstractions and corresponding applications on devices hav-
ing access to shared data. As described in detail herein, the
use of composable data types by the Eventually Consistent
Sharing Model provides a sound foundation upon which to
build such programming abstractions using automatically
synchronized cloud data types that can be composed into a
larger data schema using indexed arrays and entities.

The techniques described herein enable implementing all
the difficult parts of such a system (e.g., cloud service, local
persistence, caching, conflict resolution, synchronization,
etc.), while guaranteeing eventual consistency. As such, an
application programmer declares only the data schemas and
focuses on writing code performing operations on the data,
as well as identifying points in his program where synchro-
nization is desired. The Eventually Consistent Sharing
Model then ensures that such synchronization is automati-
cally performed at the identified points.

In general, the use of revision diagrams and fork-join
automata enable the Eventually Consistent Sharing Model to
achieve eventual consistency by using a data model that
directly integrates support for eventually consistent off-line
operation with persistent shared structured data into any
desired programming language. The corresponding data
schema can be composed from basic “cloud types” (e.g.,
integers, strings, booleans, arrays, entities, etc., that are
adapted to cloud computing environments) which eliminates
the need for user-defined conflict resolution code. These
capabilities are enabled via a comprehensive formal syntax
and semantics that connects a small, but sufficiently expres-
sive programming language, with a detailed operational
model of a distributed system containing a server-pool and
multiple client devices. Note that servers are also referred to
as “hosts” herein. These models are connected by fork-join
automata (an abstract data type supporting eventual consis-
tency) derived automatically from the schema described
herein.

1.1 System Overview:

As noted above, the “Eventually Consistent Sharing
Model” uses revision diagrams or corresponding fork-join
automata to track the forking and joining of updates or
changes to versions of shared data, and uses “cloud types”
to define the structure of that data in such a way as to enable
a fully automatic conflict resolution relative to the different
updates. The processes summarized above are illustrated by
the general system diagram of FIG. 1.

In particular, the system diagram of FIG. 1 illustrates the
interrelationships between program modules for implement-
ing various embodiments of the Eventually Consistent Shar-
ing Model, as described herein. Furthermore, while the
system diagram of FIG. 1 illustrates a high-level view of
various embodiments of the Eventually Consistent Sharing
Model, FIG. 1 is not intended to provide an exhaustive or
complete illustration of every possible embodiment of the
Eventually Consistent Sharing Model as described through-
out this document.

In addition, it should be noted that any boxes and inter-
connections between boxes that may be represented by
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broken or dashed lines in FIG. 1 represent alternate embodi-
ments of the Eventually Consistent Sharing Model described
herein, and that any or all of these alternate embodiments, as
described below, may be used in combination with other
alternate embodiments that are described throughout this
document.

In general, as illustrated by FIG. 1, the processes enabled
by the Eventually Consistent Sharing Model begin operation
by providing a set 120 of predefined “cloud data types” to a
Fork-Join Model Construction Module 110.

The Fork-Join Model Construction Module 110 uses the
set 120 of predefined “cloud data types” to construct fork-
join automata based on revision diagrams. The fork-join
automata are then provided to a Server Module 115 that uses
one or more servers (i.e., single server or server pool) to
track any changes that are made to a primary replica of
shared data that is forked to and shared between a plurality
of computing devices in a networked or cloud computing
environment.

Further, a Conflict Resolution Module 130 operates to
resolve any conflicts between shared data by using the
fork-join automata associated with each corresponding
“cloud data type” to merge or join changes to the shared data
by any computing device.

In addition, a Client Module 140 for each of a plurality of
client computing devices in a networked or cloud computing
environment, uses one or more of the fork-join automata
associated with each corresponding “cloud data type” to
determine when to create local replicas of the shared data,
when to merge or join local changes to local replicas of the
shared data, and when to send updated copies of local
replicas of the shared data to the server module for process-
ing by the aforementioned Conflict Resolution Module 130.

2.0 Operational Details of the Eventually Consistent
Sharing Model:

The above-described program modules are employed for
implementing various embodiments of the Eventually Con-
sistent Sharing Model. As summarized above, the Eventu-
ally Consistent Sharing Model provides various techniques
for using revision diagrams to track the forking and joining
of updates or changes to versions of shared data, and uses
“cloud types” to define the structure of that data in such a
way as to enable a fully automatic conflict resolution relative
to the different updates.

The following sections provide a detailed discussion of
the operation of various embodiments of the Eventually
Consistent Sharing Model, and of exemplary methods for
implementing the program modules described in Section 1,
with respect to FIG. 1. In particular, the following sections
provides examples and operational details of various
embodiments of the Eventually Consistent Sharing Model,
including: an overview of the use of revision diagrams for
sharing data among concurrent tasks, eventually consistent
transactions; and composable data types for eventual con-
sistency.

2.1 Revision Diagrams for Sharing Data Among Concur-
rent Tasks:

As noted above, the use of the use of revision diagrams for
sharing data among concurrent tasks is described in detail in
co-pending U.S. patent application Ser. No. 12/965,070,
filed on Dec. 10, 2010, by Burckhardt, et al., and entitled
“SHARING DATA AMONG CONCURRENT TASKS,” the
subject matter of which is incorporated herein by this
reference.

In general, the co-pending U.S. Patent Application
describes a fork-join model of concurrency that uses a
combination of snapshot isolation and deterministic conflict
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resolution to simplify the parallelization of tasks that exhibit
conflicts. The Concurrent Sharing Model provides various
techniques wherein shared states, data, or variables are
conceptually replicated on forks, and only copied or written
if necessary, then deterministically merged on joins, based
on the defined isolation type of the shared data, thereby
allowing concurrent tasks to work with independent local
copies of the shared states, data, or variables while ensuring
automated conflict resolution. This model is applicable to a
wide variety of system architectures, including tasks or that
execute tasks on CPUs or GPUs (or some combination
thereof), tasks or applications that run, in full or in part, on
multi-core processors without full shared-memory guaran-
tees, and tasks or that run within cloud computing environ-
ments.

More specifically, the co-pending U.S. Patent Application
describes a “Concurrent Sharing Model” that provides vari-
ous embodiments of a programming model based on “revi-
sions” and “isolation types” for concurrent revisions of
states, data, or variables shared between two or more con-
current tasks (i.e., tasks, variables, applications, programs,
etc.). This model enables revisions (also referred to as
“replicas”) of shared states, data, or variables to maintain
determinacy despite nondeterministic scheduling between
concurrent tasks.

The present document expands the use of revision dia-
grams relative to the co-pending U.S. Patent Application by
providing various techniques for using revision diagrams to
track the forking and joining of versions of shared data, thus
tracking updates made to replicas of that data, and using
“cloud types” to define the structure of the data in such a way
as to enable a fully automatic conflict resolution. Note that
the co-pending U.S. Patent Application uses the term “iso-
lation types” to refer to the same general concept as the term
“cloud types” as discussed in this document, except that the
cloud types described herein are used in the context of
cloud-based applications.

Further, while the previous use of revision diagrams
described in the co-pending patent application describes
revision diagrams and conflict resolution for sharing data
among concurrent tasks, the Eventually Consistent Sharing
Model provides a simpler, more direct definition for conflict
resolution using various definitions for revision diagram
graph construction rules (for constructing fork-join
automata). In addition, while the co-pending patent appli-
cation is generally directed towards enabling deterministic
parallel programming, the Eventually Consistent Sharing
Model enables eventually consistent transactions in a dis-
tributed system (e.g., shared data replicas in a cloud-based
or other network environment). In particular, eventually
consistent transactions exhibit pervasive nondeterminism
caused by factors that are by definition outside the control of
the system, such as network partitions.

2.2 Eventually Consistent Transactions:

When distributed clients query or update shared data,
eventual consistency can provide better availability than
strong consistency models. However, programming and
implementing such systems can be difficult unless a reason-
able consistency model is established, i.e., some minimal
guarantees that programmers can understand and that sys-
tems can provide effectively.

Advantageously, as described in the following para-
graphs, the Eventually Consistent Sharing Model enables
eventually consistent transactions that provide a consistency
model for: (1) generalizing earlier definitions of eventual
consistency; and (2) that shows how to make some strong
guarantees (e.g., transactions never fail, all code runs in
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transactions) to compensate for weak consistency. Further,
the following paragraphs show that revision diagrams (and
fork-join automata derived from those revision diagrams)
provide a convenient way to build correct implementations
of eventual consistency by relying on just a handful of
simple rules that are easily visualized using diagrams.

Unlike serializable transactions, eventually consistent
transactions are ordered by two order relations (visibility
and arbitration) rather than a single order relation. A handful
of simple operational rules for managing replicas, versions
and updates based on graphs called revision diagrams are
used to demonstrate that eventually consistent transactions
can be effectively implemented. These rules are provably
sufficient to guarantee correct implementation of eventually
consistent transactions. Examples of various operational
models of systems (e.g., single host or server and host or
server pool type implementations) that provide eventually
consistent transactions are provided below in Section 2.2.7.

2.2.1 Overview of Eventual Consistency:

In realizing the potential of eventual consistency, the
Eventually Consistent Sharing Model provides answers to
several questions, including:

How can consistency guarantees be provided that are as
strong as possible without forsaking lazy consensus?;
and

How can systems that provide those guarantees be effec-
tively understood and implemented?

The Eventually Consistent Sharing Model provides a
two-pronged solution to these questions, based on: (1) a
notion of transactions for eventual consistency, and (2) a
general implementation technique using fork-join automata
based on revision diagrams.

Eventually consistent transactions differ significantly
from traditional transactions, as they are not serializable.
Nevertheless, they uphold traditional atomicity and isolation
guarantees. Advantageously, eventually consistent transac-
tions exhibit some strong properties that simplify program-
ming and are not offered by traditional transactions. In
particular, eventually consistent transactions: (1) cannot fail
and never roll back, and (2) all code, even long-running
tasks, can run inside transactions without compromising
performance.

The specification of eventually consistent transactions
described herein is based on a formalization that uses
mathematical techniques (e.g., sets of events, partial orders,
and equivalence relations) that are commonly used in
research on relaxed memory models and transactional
memory. The definition of eventually consistent transactions
used by the Eventually Consistent Sharing Model provides
immediate insight on how eventual consistency is related to
strong consistency: specifically, eventual consistency uses
two separate order relations (visibility order and arbitration
order) rather than a single order over transactions.

Revision diagrams provide programmers and system
implementers with a simple set of rules for managing
updates and replicas. Revision diagrams make the fork and
join of versions explicit, which determines the visibility and
arbitration of transactions. As discussed in further detail
below, the Eventually Consistent Sharing Model guarantees
that any system following the revision diagram rules pro-
vided herein will provide eventually consistent transactions
according to the abstract definition.

As noted above, the Eventually Consistent Sharing Model
introduces the concept of eventually consistent transactions
and provides a concise and abstract definition for this
concept. In addition, the Eventually Consistent Sharing
Model provides a systematic approach for building systems
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that support such transactions, based on a precise, opera-
tional definition of revision diagrams. Further, the revision
diagram rules described herein are sufficient to guarantee
eventual consistency.

2.2.2 Problem Formulation and General Definitions:

In general, a “database” as discussed herein, is considered
to be an abstract data type that is semantically defined by the
operations it supports to update them and retrieve data. In
view of this concept, the following paragraphs define some
precise terminology that will be used through this document.

Definition 1: In consideration of common definitions of
abstract data types, a “query-update” interface is defined as
a tuple (Q, V, U) where:

1. Q is an abstract set of query operations;

2.V is an abstract set of values returned by queries; and

3. U is an abstract set of update operations.

Note that the sets of queries, query results, and updates are
not required to be finite (and usually are not). Query-update
interfaces can apply in various scenarios, where they may
describe abstract data types, relational databases, or simple
random-access memory, for example. For databases, queries
are typically defined recursively by a query language.

For example, consider a random-access memory that
supports “loads” and “stores” of bytes in a 64-bit memory
address space, A, where A={aeN |0<a=2**}. For this
example the abstract set of query operations, Q, is defined as
Q={load(a)lacA}, V={ve N |0<v=2"} and the abstract set of
update operations, U is defined as U={store(a, v)laeA and
veV}. Note that this memory example will be used through-
out this document for purposes of illustration and explana-
tion. Further, most databases also fit in this abstract interface
where the queries are SQL queries and the update operations
are SQL updates like insertion and deletion.

Definition 2: With respect to the “interfaces” introduced
above, the most direct way to define the semantics of queries
and updates is to relate them to some notion of state, by
defining a “query-update automaton” (QUA) for the inter-
face (Q, V, U) as a tuple (S, s,) where S is a set of states with:

1. an initial state s,€S;

2. an interpretation q* of each query qeQ as a function
S—V; and

3. an interpretation u” of each update operation ueU as a
function S—S8.

For example, the random-access memory interface
described in the example above can be represented by a
QUA (8, s,) where S is the set of total functions A—V, and
where s, is the constant function that maps all locations to
zero, and where load(a)’(s)=s(a) and store(a, v)*(s)=
s[ak> v].

QUAs can naturally support abstract data types (e.g.,
collections, or even entire documents) that offer higher-level
operations (queries and updates) beyond just loads and
stores. Such data types are often useful when programming
against a weak consistency model, since they can ensure that
the data representation remains intact when handling con-
current and potentially conflicting updates.

The following two characteristics of QUAs are provided
for purposes of explanation to understand how they relate to
other definitions of abstract data types:

1. First, there is a strict separation between query and
update operations: it is not possible for an operation to
both update the data and return information to the
caller; and

2. Second, all updates are total functions. It is thus not
possible for an update to ‘fair’; however, it is of course
possible to define updates to have no effect in the case
some precondition is not satisfied.
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For example, the problem formalization provided by the
Eventually Consistent Sharing Model will not allow a clas-
sic stack abstract data type with a pop operation for two
reasons: (1) pop both removes the top element of the stack
and returns it, so it is neither an update nor a query; and (2)
pop is not total, i.e., it cannot be applied to the empty stack.

This restriction is central to the concept of enabling
eventual consistency, where the sequencing and application
of' updates may be delayed, and updates may thus be applied
to a different state than the one in which they were originally
issued by the program.

2.2.3 Clients and Transactions:

Problem formulation becomes more interesting and chal-
lenging when considering a distributed system, such as, for
example, a cloud-based environment wherein multiple cli-
ents may join or disconnect at any time while sharing some
database.

The participants of this type of distributed system are
referred to herein as “clients.” Clients typically reside on
physically distinct devices, but are not required to do so.
When clients in a distributed system issue queries and
updates against some shared QUA, the Eventually Consis-
tent Sharing Model provides an explicit definition of what
consistency programmers can expect. This consistency
model also addresses the semantics of “transactions,” which
provide clients with the ability to perform several updates as
an atomic “bundle.”

More specifically, the problem of a distributed system can
be formally represented by defining a set C of clients. Each
client, at its own speed, issues a sequence of transactions.
Supposedly, each client runs some form of arbitrary program
(the details of which are not relevant to the discussion
provided herein, and are therefore unspecified for purposes
of simplicity and generality). This arbitrary program deter-
mines when to begin and end a transaction, and what
operations to perform in each transaction, which may
depend on various factors, such as the results returned by
queries, or external factors such as user inputs.

For uniformity, the Eventually Consistent Sharing Model
assumes that all operations are part of a transaction. This
assumption comes at no loss of generality since a device that
does not care about transactions can simply issue each
operation in its own transaction.

Since all operations are inside transactions, it is not
necessary to distinguish between the end of a transaction and
the beginning of a transaction. Formally, the activities on a
device can be represented as a stream of operations (queries
or updates) interrupted by special “yield” operations that
mark the transaction boundary. This operation is referred to
as “yield( )” since it is semantically similar to a yield that is
typically seen on a uniprocessor performing cooperative
multitasking, where such a yield marks locations where
other threads may read and modify the current state of the
data, while at all other locations, only the current thread may
read or modity the state.

In view of these definitions and explanations, the inter-
action between the arbitrary programs executing on the
clients and the database can be fully described by the
following three types of operations:

1. Updates ueU issued by the arbitrary program;

2. Pairs (q, v) representing a query qeQ issued by the
arbitrary program, together with a response veV by the
database system; and

3. The yield operations issued by the arbitrary program.

Definition 3: A history H for a set C of clients and a
query-update interface (Q, V, U) is a map H that maps each
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client ceC to a finite or infinite sequence H(c) of operations
from the alphabet Z=UU(QxV)U{yield}.

Note that the history H does not a priori include a global
ordering of events, since such an order is not always
meaningful when working with relaxed consistency models.
Rather, the existence of certain orderings, subject to certain
conditions, is what determines whether a history satisfies a
consistency model or not.

2.2.3.1 Notation and Terminology:

To think about a history H, it is helpful to introduce the
following auxiliary terminology. First, let E be the set of all
events in H, which means all occurrences of operations in
3\{yield} in the sequences H(c) (where yield is considered
to be just a marker within the operation sequence, but not an
event).

For a client ¢, a maximal nonempty contiguous subse-
quence of events in H(c) that does not contain yield is
referred to herein as a “transaction of ¢.”

A transaction is referred to as “committed” if it is suc-
ceeded by a yield operation, and “uncommitted” otherwise.

T,/is the set of all transactions of all clients, and commit-
ted(T ;)< Tis the subset of all committed transactions. For
an event e, trans(e)eT, is the transaction that contains e.
Moreover, committed(E)c E,, is the subset of events that
are contained in committed transactions.

Following are specific definitions related to ordering
events and transactions:

“Program order”: For a given history H, a partial order <,

is defined over events in H such that e<, €' if and only
if (iff) e appears before e' in some sequence H(c).

“Apply in order”: For a history H, for a state seS, for a
subset of events E'eF,,, and for a total order<over the
events in E', the expression apply(E', <, s) represents
the state obtained by applying all updates appearing in
E' to the state s, in the order specified by <.

“Factoring™ An equivalence relation ~, (same-transac-
tion) is defined over events such that e~g¢' iff
trans(e)=trans(e'). For any partial order, <, over events,
it is said that < factors over ~, iff for any events x and
y from different transactions, x< y implies x'< y' for any
x,y such that x~x' and y~y'. This is a useful property
to have for any ordering <, since if < factors over ~,
it induces a corresponding partial order on the trans-
actions.

2.2.4 Sequential Consistency:

Sequential consistency posits that the observed behavior
is consistent with an interleaving of the transactions by the
various devices or clients. This interleaving is formalized
herein as a partial order over events (rather than a total order
as more commonly used) since some events are not instantly
ordered by the system; for example, the relative order of
operations in uncommitted transactions may not be fully
determined at any particular point in time.

Definition 4:, A history H is “sequentially consistent” if
there exists a partial order<over the events in E, that
satisfies the following conditions for all events e, e,, eeE

1. Compatible with program order: if e,<,e, then e, <e,;

2. Total order on past events: if e, <e and e,<e then either
e,<e,, or e,;<e;

3. Consistent query results: for all (q, v)eE,, v=q",(apply
({ee()le<q}, <, s,)). In other words, the expression
simply says that a query returns the state as it results
from applying all past updates to the initial state;

4. Atomicity: < factors over ~,

5. Isolation: if e, committed(E,) and e, <e,, then e, <, e,.
That is, events in uncommitted transactions precede
only events on the same client; and
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6. Eventual delivery: for all committed transactions
tecommitted(T ), there exist only finitely many trans-
actions t'eT, such that t<t'.

Note that sequential consistency fundamentally limits
availability in the presence of network partitions. The reason
is that any query issued by some transaction t must see the
effect of all updates that occur in transactions that are
globally ordered before t, even if on a remote device. Thus,
sequential consistency models cannot conclusively commit
transactions in the presence of network partitions.

2.2.5 Eventual Consistency:

In contrast to conventional techniques that attempt to
provide eventual consistency using timestamps (for time of
operation), the Eventually Consistent Sharing Model pro-
vides various techniques that arbitrate updates without using
timestamps or requiring commutativity. Note that the Even-
tually Consistent Sharing Model does consider a time of
connection with respect to revision diagrams, as discussed in
further detail herein. However, timestamps (for time of
operation) are not used because they exhibit the well-known
write stabilization problem, i.e., the inability to finalize the
effect of updates while older updates may still linger in
disconnected network partitions.

For example, consider a mobile user called Robinson
performing an important update, but being stranded on a
disconnected island before transmitting it. When Robinson
reconnects after years of exile, Robinson’s update is older
than (and may thus alter the effect of) all the updates
committed by other users in the meantime. Therefore, either
(1) none of these updates can stabilize until Robinson
returns, or (2) after some timeout the system gives up on
Robinson and discards his update. Clearly, neither of these
solutions is satisfactory. Therefore, the solution provided by
the Eventually Consistent Sharing Model abandons time-
stamps and instead uses an arbitration order that orders
Robinson’s update after all the other updates using revision
diagrams, as discussed in further detail below in Section
227.

In general, eventual consistency relaxes sequential con-
sistency (see Section 2.2.4) by allowing queries in a trans-
action t to see only a subset of all transactions that are
globally ordered before t. It does so by distinguishing
between a visibility order (a partial order that defines what
updates are visible to a query), and an arbitration order (a
partial order that determines the relative order of updates).

Definition 5: A history H is eventually consistent if there
exist two partial orders <, (the visibility order) and <, (the
arbitration order) over events in H, such that the following
conditions are satisfied for all events e, e,, eeE,,

1. Arbitration extends visibility: if e;< e, then e,<.e,;

2. Total order on past events: if e;<e and e,<.e, then
either e;<,e,, or e,<,e;;

3. Compatible with program order: if e,<,e, then e,<,e,;

4. Consistent query results: for all (g, v)eE,,, v=q"(apply
({eel)le<,q}, <., so))- In other words, the expression
simply says that a query returns the state as it results
from applying all preceding visible updates (as deter-
mined by the visibility order) to the initial state, in the
order given by the arbitration order;

5. Atomicity: Both <, and <, factor over ~;

6. Isolation: if e &committed(E,) and e ,<e,, then
€,<,€,. In other words, the expression simply says that
events in uncommitted transactions are visible only to
later events by the same client.

7. Eventual delivery: for all committed transactions
tecommitted(T,), there exist only finitely many trans-
actions t'eT, such that t<t'.
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The reason why eventual consistency can tolerate tempo-
rary network partitions while sequential consistency cannot
tolerate temporary network partitions is that the arbitration
order can be constructed incrementally, i.e., the arbitration
order may remain only partially determined for some time
after a transaction commits. Consequently, the Eventually
Consistent Sharing Model allows conflicting updates to be
committed even in the presence of network partitions (or
very long delays, as with the Robinson example).

Note that eventual consistency is a weaker consistency
model than sequential consistency, as proved by the follow-
ing statement:

Lemma 1: A sequentially consistent history is eventually
consistent.

Proof: Given a history H that is sequentially consistent,
there exists a partial order < satisfying all conditions. Now
define <,=<,=<; then all conditions for eventual consistency
follow easily.

2.2.6 Revision Consistency:

The definition of eventual consistency provided in Section
2.2.51s concise and general. By itself, it is however not very
constructive, insofar that it does not give practical guidelines
as to how a system can efficiently and correctly construct the
necessary ordering (visibility and arbitration). Therefore, the
following paragraphs describe a more specific implementa-
tion technique for eventually consistent systems, based on
the notion of revision diagrams (see Section 2.2.6.1 below).

Revision diagrams show an extended history not only of
the queries, updates, and transactions by each client, but also
of the forking and joining of revisions, which are logical
replicas of the state. A client works with one revision at a
time, and can perform operations (queries and updates) on it.
Since different clients work with different revisions, clients
can perform both queries and updates concurrently and in
isolation (i.e., without creating race conditions). Reconcili-
ation happens during join operations. When a revision joins
another revision, it replays all the updates performed in the
joined revision at the join point. This replay operation is
conceptual. Note that rather than replaying a potentially
unbounded log, actual implementations can often use much
more space- and time-efficient merge functions, as explained
in detail below in Section 2.2.7. After a revision is joined, no
more operations can be performed on it. Therefore, clients
may need to fork new revisions to keep enough revisions
available.

2.2.6.1 Revision Diagrams:

Revision diagrams are directed graphs constructed from
three types of edges (successor, fork, and join edges, or s-,
f- and j-edges for short), and five types of vertices (start,
fork, join, update, and query vertices). A start vertex repre-
sents the beginning of a revision, s-edges represent succes-
sors within a revision, and fork/join edges represent the
forking and joining of revisions. As illustrated by FIG. 2,
revision diagrams are pictorially represented using the fol-
lowing conventions:

The symbol “¢” is used for start, query, and update

vertices;

The symbols “@” and “c”

vertices, respectively;

Vertical down-arrows represent s-edges;

Horizontal-to-vertical curved arrows (i.e., arrows origi-

nating from fork vertices) represent f-edges; and

Vertical-to-horizontal curved arrows (i.e., arrows return-

ing to join vertices) represent j-edges.

For example, FIG. 2 illustrates a progression of revision
diagram nesting examples. These examples include a “fork”
200 revision diagram, a “nested” 220 revision diagram, a
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“non-planar” 210 revision diagram, and a “non-series-par-
allel” 230 revision diagram. Note that the “non-series-
parallel” 230 revision diagram type was also referred to as
a “bridge nested” type of revision diagram in the aforemen-
tioned co-pending patent application. In general, the “non-
series-parallel” 230 revision diagram shows that child revi-
sions can “survive” their parents (i.e. be joined later), and
that revisions can be joined by a different revision than
where they were forked. The other revision diagrams are
self-explanatory in view of the above definitions provided
for vertices and edges. Finally, it should be understood that
any of these types of revision diagrams, as well as others
described in the aforementioned co-pending patent applica-
tion may be combined to any degree of complexity desired
in order to represent any number of clients and any number
of revisions.

Note that a vertex x has a s-path (i.e., a path containing
only s-edges) to vertex y if and only if they are part of the
same revision. Since all s-edges are shown as vertical arrows
in FIG. 2, vertices belonging to the same revision are aligned
vertically. For any vertex x, let S(x) be the start vertex of the
revision that x belongs to. Further, for any vertex x whose
start vertex S(x) is not the root, F(x) is defined to be the fork
vertex such that

Fx)

— = S

(i.e., the fork vertex that started the revision x belongs to).
A vertex with no outgoing s- or j-edges is referred to as a
“terminal.” Terminals are the last operation in a revision that
can still perform operations (has not been joined yet), and
thus represent potential extension points of the graph.

Following is a formal, constructive definition for revision
diagrams, as implemented by the Eventually Consistent
Sharing Model.

Definition 6: A revision diagram is a directed graph
constructed by applying a (possibly empty or infinite)
sequence of the following construction steps to a single
initial start vertex (called the root):

1. Choose some terminal t, create a new query vertex X,

and add an edge

2. Choose some terminal t, create a new update vertex X,
and add an edge

3. Choose some terminal t, create a new fork vertex x and
a new start vertex y, and add edges

s f

t —= x and X —= .

4. Choose two terminals t, t' satisfying the join condition
F(t")—*t, then create a new join vertex x and add edges

J
t —» x and t ——= x
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FIG. 3 provides a simple visualization of the construction
rules for revision diagrams. For example, FIG. 3 illustrates
a “query, update” operation 300, a “fork” operation 310 and
a “join” operation 320.

The join condition expresses that the terminal t (the
“joiner””) must be reachable from the fork vertex that started
the revision that contains t' (the “joinee”). This condition
makes revision diagrams more restricted than general task
graphs. See FIG. 4 for some simple examples of invalid
diagrams where the join condition does not hold at con-
struction of the join nodes.

In particular, revision diagrams are semi-lattices, and
thus, not all revision diagrams are functional because revi-
sion handles flow along edges of the revision diagram. FIG.
4 provides two simple examples of non-functional revision
diagrams. In particular, FIG. 4 illustrates a “short-cut” 410
or cross-over type revision diagram where an inner revision
is shown to join a primary or main revision by crossing over
an outer revision. This illustrated “short-cut” 410 is non-
functional because the main revision cannot join a revision
before it has access to its handle (the handle returned by the
second fork (to the inner revision) becomes accessible to the
main revision only after the outer revision has been joined).
For similar reasons, “parent-join” 420 type revision dia-
grams are also non-functional. More specifically, both dia-
grams (410 and 420) are non-functional since they violate
the join property at the creation of the join node x. For
example, in the “parent join” 420 revision diagram, F(t') is
undefined on the main revision and therefore F(t')—*t does
not hold.

It should be understood that the join condition described
above has some consequences that may not be not imme-
diately obvious. For example, as noted above, the join
condition implies that revision diagrams are semi-lattices (as
discussed in further detail in the aforementioned co-pending
patent application). In addition, it ensures that, as discussed
in further detail below with respect to “Theorem 1,” if H is
a history, and if a witness diagram for H exists such that no
committed events are neglected, then H is eventually con-
sistent. Furthermore, it still allows more general graphs than
conventional “series-parallel graphs,” which allow only the
recursive serial and parallel composition of tasks (and are
also called fork-join concurrency in some contexts, which
should not be confused with the fork and join concepts
described herein).

For instance, the right-most revision diagram in FIG. 2
(see revision diagram 230) is not a series-parallel graph but
it is a valid revision diagram. While series-parallel graphs
are easier to work with than revision diagrams, they are not
flexible enough for use by the Eventually Consistent Sharing
Model, since they would enforce too much synchronization
between participants (i.e., devices or clients).

Also, note that fork and the join are fundamentally
asymmetric: the revision that initiates the fork (the “forker”)
continues to exist after the fork, but also starts a new revision
(the “forkee™), and similarly, the revision that initiates the
join (the “joiner”) can continue to perform operations after
the join, but ends the joined revision (the “joinee”).

2.2.6.2 Graph Properties:

In general, revision diagrams are connected, and all
vertices are reachable from the root vertex. There can be
multiple paths from the root to a given vertex, but exactly
one of those is free of j-edges.

Definition 7: For any vertex v in a revision diagram, let
the root-path of v be the unique path from the root to v that
does not contain j-edges.
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2.2.6.3 Query and Update Semantics:

The following paragraphs explain how to determine the
results of a query in a revision diagram. The basic idea is to:
(1) return a result that is consistent with applying all the
updates along the root path, and (2) if there are join vertices
along that path, they summarize the effect of all updates by
the joined revision.

For example, FIG. 5 provides an example of a revision
diagram 510 labeled with the operations of the random
access memory example described above in Section 2.2.2.
As illustrated, the join vertex is labeled with the composition
of all update operations of the joinee. The path-result of the
final query node load(a) can now be evaluated by applying
to the composition of all update operations along the root-
path: load(a)*(store(b, 2)"(store(a, 2)"(store(a, 1)"(sy))))=2.

This concept is defined more formally below. Note that
for purposes of simplifying the following discussion, a fixed
query-update interface (Q, V, U) and QUA (8, s,) is assumed
for the rest of this section.

Definition 8: For any vertex x, the effect of x is a function
x°:S—S8 defined inductively by the following conditions:

1. If x is a start, fork, or query vertex, the effect is a no-op,

ie., x°(s)=s;

2. If x is an update vertex for the update operation u, then

the effect is that update, i.e., x°(s)=u"(s);

3. If x is a join vertex, then the effect is the composition

of all effects in the joined revision, i.e., if y;, .. ., V,,
is the sequence of vertices in the joined revision (i.e.,
y,, i a start vertex,

Yi —— Vil

for all 1=<i<n, and

j

Yn —— X),

then x*(s)=Y°, (%, - - . ¥,°()-

Given the above, the expected query result can be defined
as follows:

Definition 9: Let x be a query vertex with query q, and let
(Yis - - - 5 ¥,,X) be the root path of x. Then, the path-result of
x is defined as g%, (y°,)¥°,_1( . . . v°.(50))).

2.2.6.4 Revision Diagrams and Histories:

Histories (H) can be naturally related to revision diagrams
by associating each query event (q, v)eE,, with a query
vertex, and each update event ueE,, with an update vertex.
The intention is to validate the query results in the history
using the path results, and to keep transactions atomic and
isolated by ensuring that their events form contiguous
sequences within a revision.

Definition 10: A revision diagram is referred to as a
“witness” for the history H if it satisfies the following
conditions:

1. For all query events (q, v) in E, the value v matches

the path-result of the query vertex;

2. If x,y are two successive non-yield operations in H(c)

for some c, then they must be connected by a s-edge;

3. If x is the last event of H(c) for some ¢ and not a yield,

then it must be a terminal; and

4. If x,y are two operations preceding and succeeding

some yield in H(c) for some c, then there must exist a
path from x to y. In other words, the beginning of a
transaction must be reachable from the end of the
previous transaction.
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Note that a history H is referred to as “revision-consis-
tent” if there exists a witness revision diagram.

To ensure eventual delivery of updates, the Eventually
Consistent Sharing Model ensures that there are enough
forks and joins. However, to formulate a “liveness” condi-
tion on infinite histories, the concept of “neglected vertices”
is defined as follows:

Definition 11: A vertex x in a revision diagram is referred
to as “neglected” if there exists an infinite number of vertices
y such that there is no path from x to y.

In view of the definitions and explanations provided
above, Theorem 1, is stated and proved below:

Theorem 1: Let H be a history. If there exists a witness
diagram for H such that no committed events are neglected,
then H is eventually consistent.

Note that this theorem provides a solid basis for imple-
menting eventually consistent transactions because an
implementation can be based on dynamically constructing a
witness revision diagram and, as a consequence, guarantees
eventually consistent transactions. Moreover, as discussed in
further detail below in Section 2.2.7, implementations do not
need to actually construct such witness diagrams at runtime
but can rely on efficient state-based implementations (i.e.,
automata).

2.2.7 Examples of Server-Based Implementations:

Revision diagrams can help to develop efficient imple-
mentations for a wide variety of practical applications since
they provide a solid abstraction that decouples the consis-
tency model from actual implementation choices. The fol-
lowing paragraphs describe some exemplary implementa-
tion techniques that are likely to be useful for that purpose.
In particular, three examples of client-server systems that
implement eventual consistency are described in the follow-
ing paragraphs.

It should be understood that actual revision diagrams do
not need to be constructed to enable the forking and joining
techniques described herein. These diagrams are provided
herein for purposes of explanation. However, it is usually
not necessary for implementations of a system enabled by
the Eventually Consistent Sharing Model to store the actual
revision diagram. Instead, it has been found to be highly
advantageous to work with state representations (referred to
herein as “fork-join automata™) that can directly provide
fork and join operations.

Definition 12: A fork-join QUA (FJ-QUA) for a query-
update interface (Q,V,U) is a tuple (2, o, f, j) where:

1. 2,0,) is a QUA over (Q,V,U);

2. f: Z-3xZ; and

3. j: ZxZ—=2.

Given a fork-join query-update automaton (i.e., a FJ-
QUA), a 2-state can be simply associated with each revision,
with all queries and updates then being performed locally on
that state, without communicating with other revisions. The
join function of the FIJ-QUA, if implemented correctly,
guarantees that all updates are applied at the join time. This
concept is stated more formally by Definition 13, as follows:

Definition 13: For a FI-QUA (Z, o, {, j) and a revision
diagram over the same interface (Q, V, U), define the state
o(x) of each vertex x inductively by setting o(r)=c®, for the
initial vertex r, and (for the construction rules as they appear
in Definition 6):

1. Query—Let o(x)=0(t);

2. Update—Let o(x)=u"(o(1));

3. Fork—TLet (o(x), o(y))=t(o(t)); and

4. Join—Let o(x)=(o(t), o(t)).

Definition 14: AFJ-QUA (Z, 0, f, j) implements the QUA
(S, sy) over the same interface iff for all revision diagrams,
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for all vertices x, the locally computed state o(x) (as in
Definition 13) matches the path result (as in Definition 9).

For example, consider the QUA representing random
access memory using the random access memory example
described above in Section 2.2.2. This QUA can be imple-
mented using a FJ-QUA that maintains a “write-set” as
follows:

T = SxP(A)

oo = (50. 9)

load(a)* (s, W) = s(a)

store(a, v)*(s, W) = (sla > v], W U{a))
Fls, W)= ((s, W), (s, 9))

J(st, W), (s2, W2)) = (s, Wi U W) where

si{a) if ag W,
s'(a) = .
{sz(a) ifaeW,

The write set (together with the current state) provides
sufficient information to conceptually replay all updates
during join (since only the last written value matters). Note
that the write set is cleared on forks.

Since a log of updates can be stored inside Z, it is always
possible to provide an FJ-QUA for any QUA. However,
more space-effective implementations are often possible for
QUAs since logs are typically compressible.

Note also that FJ-QUA’s also referred to herein as “fork-
join automaton” are discussed in further detail in Section
2.3.4 with respect to their implementation for various “cloud
types.”

Given a FI-QUA, eventually consistent systems can be
implemented quite easily. Below are two exemplary models
that demonstrate this principle.

2.2.7.1 Single Synchronous Server Model:

This exemplary model uses a single server. First, define
the set of devices I=CU{s} where C is the set of clients and
s is the single server. On each device i, a state from the
FJ-QUA is stored, that is, R: I~ 2. To keep the transition
rules simple for purposes of explanation, the notation
R[i> o] is used to denote the map R modified by mapping
ito o0, and R(ck 0) is defined as a pattern that matches R,
¢, and o such that R(c)=0. Each client can perform updates
and queries while reading and writing only the local state, as
shown below:

o =uf(o) Equation (1)
UPDATE(c, u): ————M8M8M
R(c— o) — R[cw o]
go)y=v Equation (2)
QUERY(c, g, v

Rc»o)—»R

As for synchronization, two rules are provided, one to
create a new client (forking the server state), and one to
perform the yield on the client (joining the client state into
the server, then forking a fresh client state from the server),
as shown below:

c & domR f(o) = (01, 02)
R(s > o) > R[s » oy][c » a3]

Equation (3
SPAWN(c): quation (3)
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-continued

Jloy, 02) =03 flo3) = (04, 05)
R(s & a1)(c » 02) = R[s & a4][c v 5]

Equation (4
YTELD(c): quation (4)

In view of Theorem 1, it can be seen that this system is
eventually consistent. By induction over the transitions, it
can be seen that each state o appearing in R corresponds to
a terminal in the revision diagram, and each transition rule
manipulates those terminals (applying fork, join, update or
query) in accordance with the revision diagram construction
rules. In particular, the join condition is always satisfied
since all forks and joins are performed by the same server
revision. Transactions are not interrupted by forks or joins,
and no vertices are neglected: each yield creates a path from
the freshly committed vertices into the server revision, from
where it must be visible to any new clients, and to any client
that performs an infinite number of yields.

An interesting observation is that if the fork does not
modify the left component (i.e., for all oeZ, f(o)=(o, o+) for
some '), the server is effectively stateless, in the sense that
it does not store any information about the client. This is a
highly desirable characteristic for scalability, and has been
demonstrated to be well worth the effort to define FIJ-QUAs
that have this property.

2.2.7.2 Server Pool Model:

While the single server model described above is useful,
the use of a server pool consisting of one or more primary
servers and one or more secondary servers provides addi-
tional advantages. For example, in the single server case,
clients performing a yield access both server and client state.
This means clients block if they have no connection. In
addition, a single server may not be sufficient to scale to
large numbers of clients, depending upon factors such as the
total number of clients, bandwidth considerations, etc.

These issues are addressed by using a server pool rather
than a single server. In particular, the set of devices is [=CUS
where S is a set of server identifiers. Using multiple servers
not only improves scalability, but it helps with disconnected
operation as well: if one “server” is maintained for each
client (e.g., on the same mobile device), it can be guaranteed
that the client does not block on yield. In other words, yield
is non-blocking. Servers themselves can then perform a sync
operation (at any convenient time) to exchange state with
other servers.

However, additional information is maintained in each
device to ensure that the join condition is maintained. In
particular the Eventually Consistent Sharing Model ensures
that the join condition is maintained by:

1. Storing on each client ¢ a pair (0, n) where a is the
revision state as before, and n is a counter indicating the
current transaction; and

2. Storing on each server s a triple (o, J, L) where o is the
revision state as before, J is the set of servers that s may
join, and L is a vector clock (a partial function I—N))
indicating for each client the latest transaction (also
referred to herein as a “round number” as discussed in
Section 2.3.3) of ¢ that s may join.

The transitions that involve the client are then as follows:

o = (o) Equation (5)

UPDATE(c, w):

R(c o (o, n) - Rlcw (07, n)]
g')=v Equation (6)

QUERY(c, g, v): m
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-continued
¢ & domR f(o)=(oy, o2)l = Llc» 0]
Ris (o, J, L)~
Rls > (o1, J, L)]lc & (02, 0)]

Equation (7
SPAWN(c): quation (7)

Leoy=n L' =Llcon+1] jlo),03) = Eqn. (8)

o3 flo3) = (04, 05)
R(s (o, J, L)(cw (03, 1) >
R[s v (04, J, I)][c o (05, n+1)]

YIELD(c):

Advantageously, the servers can perform forks and joins
without involving clients. In particular, on joins, servers join
the state, take the union of the sets J of joinable servers, and
merge corresponding vector clocks (defined as taking the
pointwise maximum), as follows:

s &domR f(o) = (01, 02) J=J sy} Eqn. (9)
FORK(SI, 52). R(Sl > (U’, J, L)) 5
Rlsy = (o1, J, L)]lsz = (02, J, L]
sp&dy o = jlo, o)) = Eqn. (10)
J J L' = L,
JOING, . 52): LU merge(Ly, Lp)

R(sy o (o1, J1, Li)(s2 o (02, J2, Lp)) -
Rlsy = (07, 47, )]sy = +]

Again, Theorem 1 can be used to reason that finite
executions of this system are eventually consistent (for
infinite executions additional fairness guarantees are used,
as discussed below). Again, all states o stored in R corre-
spond to terminals in a revision diagram and are manipu-
lated according to the rules discussed above. In this case, the
join condition is satisfied because of the following invari-
ants:

1. If the set J of server s, contains s,, then s, ’s terminal

is reachable from the fork vertex that forked s, ’s
revision; and

2. If L(c)=n for server s, and client ¢’s transaction counter

is n, then the terminal of s is reachable from the fork
vertex that forked c’s revision.

Note that since the transition rules described above do not
contain any guarantees that force servers to synchronize
with each other, it is theoretically possible to construct
“infinite” executions that violate eventual consistency. Con-
sequently, actual implementations of the Eventually Consis-
tent Sharing Model can be implemented in a manner that
adds a mechanism to guarantee that updates eventually reach
the primary or main revision, and that clients that perform an
“infinite” sequence of transactions receive versions from the
main revision often.

2.3 Composable Data Types for Eventual Consistency:

In a “cloud computing” scenario, the Eventually Consis-
tent Sharing Model described above is further adapted using
“composable data types” in order to provide eventual con-
sistency for shared revisions of data, as described in further
detail below.

As is well known to those skilled in the art, writing
programs or applications for mobile devices that share
structured data through the cloud and use eventually con-
sistent local replicas for offline operation is a challenging
problem. Implementing all components of such programs
can be surprisingly complex even for simple examples (like
a shared grocery list). The challenges include repetitive
engineering aspects (e.g., communication protocols, local
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persistence, cloud storage, etc.) as well as data consistency
issues caused by concurrent updates and multi-master rep-
lication.

To simplify the programming of such applications, the
Eventually Consistent Sharing Model described above is
further adapted to use a relational data model based on
composable cloud data types that provide eventual consis-
tency and integrates seamlessly into whatever programming
language is being used to code the applications. Advanta-
geously, this relational data model can be integrated into
existing programming languages in a way that “hides”
storage and communication details (e.g., servers, networks,
caches, etc.) and lets programmers focus on the essentials
(e.g., simply declaring and accessing data).

The following paragraphs demonstrate: (1) how programs
can be expressed with ease using the composable data types
of the Eventually Consistent Sharing Model, and (2) how to
implement a system supporting this model by describing an
exemplary prototype consisting of a cloud service and a
mobile client library that achieves eventual consistency by
construction.

Downloadable applications that offer specialized func-
tionality on a mobile device (so-called “apps™) are becoming
increasingly popular. Moreover, as the use of multiple
devices within a social context becomes more prevalent,
such applications often form a distributed system whose
components include devices such as mobile phones, tablets,
PCs, etc., as well as web services and storage hosted in the
cloud.

A common requirement for apps is to store structured and
persistent data that is replicated across multiple devices of a
single user, between devices of multiple users, or between
some combination thereof. For example, a simple shared
grocery list can help family members keep track of items to
be purchased on the next trip to the store. Other simple
examples include user preferences, calendars, contact lists,
personal music databases, etc.

Another common requirement is that apps remain func-
tional and responsive even when the connection to the cloud
is unreliable, slow, or temporarily unavailable. A common
solution is to maintain a replica of the data on each device.
Therefore, this replica can be always available for queries
and updates, even if the device is disconnected. Then, when
reconnected, updates are propagated to all other replicas in
such a way that the resulting data is eventually consistent
even in the presence of conflicting (non-commutative)
updates.

Even though many existing technologies to implement
such apps are readily available to developers, it can be
extremely complex to assemble all the required components,
even for simple apps such as the grocery list. In particular
using conventional methods, the following complex issues
are typically addressed by the developer when coding such
apps:

Representation. Because app programming is at the inter-
section of historically separate communities (e.g., data-
bases, networking, web programming, object-oriented
programming, etc.) programmers often end up writing
and maintaining inordinate amounts of code to translate
between different data representations (e.g., SQL,
HTTP, JSON, XML, object heaps, etc.). App program-
mers may even be forced to write custom web services,
and may have to deal with subtle programming plat-
form differences between clients and servers.

Consistency. Since multiple devices can update their local
replicas at the same time while disconnected, clients
can detect conflicts only after the fact, when sending
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changes to the server. When such transactions fail, one
must write code explicitly to resolve the conflict. For
example, if several users update the same entry in a
grocery list, the code must be designed to ensure that
updates are not lost.

Change sets. Support for disconnected operation typically
means that an app must store not just a local replica, but
also log a delta of all the updates that are performed
locally. Then, when the device is reconnected, these are
the updates that are now sent to the server replica.
Reliably resolving conflicting operations inside a large
change set can be a difficult problem.

Given these challenges, it is not surprising that many apps
do not fully implement eventual consistency. For example,
in many conventional apps, updates can only be performed
while connected, and the app blocks while the transaction
takes place. Other conventional apps do allow non-blocking
updates but do not guarantee eventual consistency, etc.

As discussed in further detail below, the Eventually
Consistent Sharing Model is further adapted using compos-
able data types to provide a simple relational model for
sharing structured and composable data between devices and
servers while guaranteeing eventually consistent online or
off-line operation. The solution provided by the Eventually
Consistent Sharing Model can also be integrated into arbi-
trary programming languages, thereby allowing recurring
engineering complexities such as dealing with connectivity
to servers, the consistency protocol, local persistence, and
conflict resolution, etc., to be “hidden” within the program-
ming platform. In other words, the techniques described
below can be integrated into the programming language to
provide automated eventual consistency techniques that
allow the programmer to simply declare app data structures
and write client code that accesses those data structures
without needing to address the complexities of manually
addressing such issues.

In general some of the advantageous features of the
Eventually Consistent Sharing Model in a cloud computing
scenario include, but are not limited to, the following:

Complete language integration. In various embodiments,
some or all aspects of the data model (e.g., declarations,
queries, and updates) provided by the Eventually Con-
sistent Sharing Model are integrated directly into any
arbitrary programming language. Advantageously, this
allows the developer to code a program that uses a
single data format that allows the code to read or
modify the data directly, without buffering or copying.
In other words, many existing programming languages
can be easily extended or adapted to directly provide
support for the Eventually Consistent Sharing Model,
or can simply use libraries (e.g., DLL’s) to expose the
functionality of the Eventually Consistent Sharing
Model to the developer.

Automatic sharing and persistence. The declared data of
the Eventually Consistent Sharing Model is automati-
cally shared between all devices, and is automatically
persisted both on local storage as well as in cloud or
network storage. Note that for purposes of explanation,
conventional session and authorization management
techniques are omitted as they can be dealt with sepa-
rately.

Server code not required. Although cloud servers are used
to maintain consistency, the app developer does not
need to write or include any code that executes on the
server. The data declarations (and in particular, the
various “cloud types” described herein) completely
determine the functionality of the server.
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Reliable automatic conflict resolution. Conflict resolution
is performed automatically (both on the server and
locally on each client device) based on the schema
provided by the Eventually Consistent Sharing Model.
This conflict resolution never fails, so there is no need
for special error handling code.

Eventual Consistency. Replicas are guaranteed to be
eventually consistent.

In particular, as discussed above, the Eventually Consis-
tent Sharing Model uses a definition of eventual consistency
based on the theory of revision diagrams that provides a
simple and provably correct way to build eventually con-
sistent systems (see Section 2.2, above).

Flexible synchronization. The Eventually Consistent
Sharing Model supports both a non-blocking weak
synchronization primitive (i.e., “yield,” as discussed
throughout Section 2.2) that guarantees eventual con-
sistency under disconnected operation, and a blocking
synchronization primitive (“flush”) that supports stron-
ger consistency in a connected scenario.

Stateless servers. The Eventually Consistent Sharing
Model provides a protocol that does not require servers
to maintain state for clients indefinitely. Advanta-
geously this allows client devices to arbitrarily discon-
nect for indefinite periods without prior warning, and
always allows them to reconnect at any time and
commit all the updates that were performed in the
meantime.

The programming model provided by the Eventually
Consistent Sharing Model brings together many different
aspects of distributed system design based on the idea of
using revision diagrams and fork-join “automata” (see the
aforementioned co-pending U.S. Patent Application) to
achieve eventual consistency. Advantageously, the data
schema of the Eventually Consistent Sharing Model can be
composed from basic “cloud types,” which eliminates the
need for user-defined conflict resolution code (see Section
2.3.1.5).

Note that the following discussion provides an exemplary
comprehensive formal syntax and semantics as an example
of one of a number of ways in which the Eventually
Consistent Sharing Model can be implemented. This serves
to connect a small, but sufficiently expressive programming
language with a detailed operational model of a distributed
system containing a server-pool and multiple client devices,
as discussed in further detail (see Section 2.3.3). These
models are connected by a fork-join automaton (an abstract
data type supporting eventual consistency) derived auto-
matically from the schema (see Section 2.3.4). Together,
these models extend the advantageous uses of the eventually
consistent transactions described in the aforementioned co-
pending U.S. patent application.

2.3.1 Programming Model Overview:

The following paragraphs illustrate the programming
model enabled by the Eventually Consistent Sharing Model
in view of a series of examples interwoven with explana-
tions. These examples begin with a simple grocery list,
which introduces basic cloud types, cloud arrays, and use of
the aforementioned yield primitive (see Section 2.3.1.1). An
execution model (see Section 2.3.1.3) is then provided as an
example that uses stronger synchronization, and that shows
how to compose cloud types into relational schema includ-
ing dynamic entities (Section 2.3.1.5).

Note that for purposes explanation, all examples dis-
cussed herein are provided in a pseudo-code using a typed
JavaScript-like language. However, it should be understood
that the features of the Eventually Consistent Sharing Model
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can be incorporated into most real-world static or dynamic
languages in a seamless way. For example, various tested
embodiments of the Eventually Consistent Sharing Model
have been implemented directly in the TouchDevelop lan-
guage and as a library in C#, though the Eventually Con-
sistent Sharing Model is clearly not limited to these lan-
guages.

2.3.1.1 Introductory Example: Grocery List:

A simple but quite common scenario is the ever popular
“grocery list” application found on many mobile devices.
Pseudo-code for an exemplary grocery list application is
illustrated below in Table 1, and described in detail below.

TABLE 1

Pseudo-Code for the “Grocery List” Example.

/I declaration of cloud data
global TotalCount : Clnt;
array Grocery[ name : String ]

toBuy : Clnt;
}
// operations representing user actions
function ToBuy( name : String, count : Int )
TotalCount.add(count) ;
Grocery[name].toBuy.add(count) ;

function Bought( name : String, count : Int )

TotalCount.add(- count);
Grocery[name].toBuy.add(- count);

function Display( )
foreach g in entries Grocery. ToBuy
Print(g.toBuy.get( ) + “ © + g.name);
Print(TotalCount.get( ) + « total”);

// main event loop
function main( )

bool done = false;
while (not done)

yield( ); /allow send/receive of updates
match (NextUserCommand( )) with
{
buy s n:
ToBuy(s, n);
bought s n:
Bought(s, n);
display:
Display( );
quit:
done = true;

First, consider the cloud data declarations in Table 1. Note
that the term “cloud data” is used herein to emphasize that
the data declared is automatically replicated across all
devices. For this example, both (1) a count of the total
groceries to buy, and (2) a count for each individual grocery
item are stored. Although not particularly important for this
example, storing the total count is helpful to illustrate the
consistency model.

As illustrated in Table 1,, to represent the total count, a
variable called TotalCount of type “Clnt” (i.e., “Cloud
Integer”) is declared. This type is a primitive data type for
storing and manipulating cloud integers. It differs from
ordinary integer variables in that it offers higher level
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operations that have better conflict resolution semantics than
using get and set operations alone. In particular, it offers an
add operation to express a relative change, reminiscent of
atomic or interlocked instructions in shared-memory pro-
gramming.

To represent the quantity of each item, a “cloud array”
called Grocery is used. The array is indexed by the name of
the grocery item, and each entry stores the quantity “toBuy.”
This quantity is again of type Clnt.

“Cloud arrays” differ from standard arrays, as the index
type can be infinite (as in this case, strings). Cloud array
entries can have multiple fields, although there is only one
in this example (i.e., toBuy). Moreover, all array entries are
always defined, and it is guaranteed that all fields are
initialized with the default value (which is O for Clnt).

Next, consider the actions on the data in Table 1:

ToBuy: When adding (count) items of name (name), both

the total (TotalCount) as well as the specific item count
stored in the array are adjusted using the primitive
(add) which is supported by the cloud integer type Clnt.
The array entry is accessed using the name of the cloud
array (Grocery) and an index ([name]) and field (to-
Buy).

Bought: Removing items from the list proceeds as above,

except that the quantity is subtracted rather than added.

Display: The list is displayed by iterating over the array.

In particular, the system iterates over (entries
Grocery. ToBuy) , which returns only array entries for
which the field (toBuy) is not the default value (0 for
Clnt). Thus, the name and the count of all items for
which the count is not zero is printed, as illustrated by
the Print command in Table 1.

Finally, consider the pseudo-code for the “main event
loop” in Table 1. Since the grocery list is an interactive
program, it executes some form of loop to handle user
commands. In a realistic event-based application frame-
work, the API is likely to be different; however, the simple
loop presented above should be sufficient to convey the idea
for purposes of explanation. The interesting part is the
“yield” statement in the main event loop. In particular, the
yield statement gives the runtime system the permission to
both: (1) propagate changes made locally to the replica to
other devices; and (2) apply changes made by other devices
to the local replica. As discussed above throughout Section
2.2, yield is non-blocking. It is also guaranteed to execute
very quickly. Further, yield does not force synchronization,
and it is therefore acceptable for yield to do nothing at all
(which is in fact all it can do in situations where the client
device is not connected to the cloud).

Another way to describe the effect of yield is that the
absence of a yield guarantees isolation and atomicity; yield
statements thus partition the execution into a form of trans-
action that is referred to herein as an “eventually consistent
transaction.” Effectively, this implies that everything is
always executing inside a transaction. The resulting atomi-
city is useful for maintaining invariants. In particular, in this
example, it guarantees that the total count is always equal to
the sum of all the individual counts, since all changes made
to (Grocery) and (TotalCount) are applied atomically.

2.3.1.2 Revision Diagrams and Cloud Types:

In view of the basic language features discussed above,
the execution model of the Eventually Consistent Sharing
Model can now be described in more detail. Note that the
semantics below are based on concurrent revisions as dis-
cussed in the aforementioned co-pending patent application,
and rely on the following main concepts:
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Revision diagrams: As discussed in Section 2.2, revision
diagrams show the order in which revisions are forked
and joined. Conceptually, each revision keeps a log of
all the updates that were performed in it. When a
revision is joined into another revision, it replays all
logged updates into that revision.

Cloud types: Cloud types (e.g., integers, strings, booleans,
arrays, entities, etc., that are adapted to cloud comput-
ing environments) are abstract data types that offer a
precisely defined collection of update and query opera-
tions. Moreover, cloud types can provide optimized
fork and join implementations and space-bounded rep-
resentations of logs. See Section 2.3.4 below for a
detailed discussion of cloud type implementations.

For example, consider a cloud variable x of type Clnt and
the revision diagram examples in FIG. 6. In particular, FI1G.
6 illustrates conflict resolution for Clnt, and shows that
updates of the revision are replayed at the join point. Note
that join is not symmetric. In particular, join orders updates
of the joined revision after the updates of the joining
revision, and update operations are not always commutative.
For example, add operations (revision diagrams 620 and
630) do commute, but set operations (revision diagram 610)
do not commute.

2.3.1.3 Execution Model and Eventual Consistency:

In view of the preceding discussion, revision diagrams (or
corresponding software or program module constructs such
as fork-join automata) can be employed to build an even-
tually consistent distributed system. The idea is to keep the
primary or main revision on the server (or on some central-
ized computer accessible to each client), and to keep some
revision always available on each device, whether connected
or not. Advantageously, revisions may be sent from the
server to clients, and vice versa, and forks and joins may be
performed on either one.

Program execution is nondeterministic if multiple client
devices are involved. In particular, determinism makes no
sense for eventually consistent systems, since such systems
are expected to adapt opportunistically to unpredictable
message latency and loss.

Forking and joining of revisions on the server is straight-
forward. The implementation of yield on each device is
guaranteed to always execute quickly and never block
(regardless of message speed or lost messages). This is
achieved by distinguishing between three cases (referred to
as Cases A, B, and C):

Case A. If a server response is not currently expected, the
device (i.e., the client) sends the current revision to the
server, and forks a new revision for continued local use;

Case B. If a revision from the server has arrived at a
device, the current local revision is merged (i.e., joined)
into the received revision; and

Case C. If a revision is expected from the server but it is
not currently available or present, the device does not
merge or fork revisions.

The revision diagrams illustrated in FIG. 7 and FIG. 8
represent possible executions of the aforementioned grocery
list example for the case of two devices and one server,
where Device 1 and Device 2 are sharing a grocery list that
can be changed or updated by either or both devices at any
time. Note that in both FIG. 7 and FIG. 8, each device (i.e.,
“Device 1” and “Device 2” perform the same actions, but
with different timing. However, because of simple timing
differences, the Display( ) on Device 2 may either see the
first update by Device 1, as illustrated by FIG. 7, or not see
it, as illustrated by FIG. 8.
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More specifically, in view of yield implementation cases
A, B and C, as described above, an examination of the
revision diagram of FIG. 7 shows the following sequence of
events:

1. Server forks 705 its current revision of an empty

grocery list to Device 2;

2. Device 2 updates 710 its current revision by adding 2
eggs to the grocery list just received from the server;

3. Server forks 715 its current revision of the empty
grocery list to Device 1;

4. Device 1 updates 720 its current revision by adding 6
eggs to the grocery list just received from the server;

5. Device 2 is not currently expecting a server response,
so, per yield “Case A,” Device 2 forks 725 a new
revision of the grocery list to itself and sends its current
revision to the server which merges 730 the revision
provided by Device 2 to its own current revision, with
the result that the server now holds a current revision of
the grocery list having 2 eggs;

6. Device 1 is not currently expecting a server response,
so, per yield “Case A,” Device 1 forks 735 a new
revision of the grocery list to itself and sends its current
revision to the server which merges 745 the revision
provided by Device 1 to its own current revision, with
the result that the server now holds a current revision of
the grocery list having 8 eggs (i.e., 2 eggs added by
Device 2 and 6 eggs added by Device 1);

7. Device 2 updates 740 its current local revision by
adding 1 oil to its current revision of the grocery list.
Since the current revision held by Device 2 includes
only 2 eggs, this update creates a current revision for
Device 2 wherein the grocery list includes 2 eggs and
1 oil;

8. Server then forks 750 its current revision of the grocery
list (which only includes 8 eggs—see step 6 above) to
Device 2;

9. Device 2 merges 755 its current local revision to the
revision just received from the server. Therefore, per
yield “Case B,” since the current revision held by
Device 2 includes 2 eggs and 1 oil and the revision just
received from the server includes 8 eggs (two of which
were previously added by Device 2) this merge creates
a current revision 765 for Device 2 wherein the grocery
list includes 8 eggs and 1 oil;

10. In the meantime, Device 1 updates 760 its current
revision to indicate the purchase of 6 eggs, with the
result that the current revision of the grocery list held
by Device 1 is empty (i.e., remove the 6 eggs purchased
from the 6 eggs on the previously current list).

11. However, per yield “Case C,” 770, since Device 1 is
expecting a revision from the server (but it has not yet
been received, as illustrated), Device 1 does not merge
or fork revisions at this time.

12. Consequently, a Display( ) 780 of the current revision
765 of the grocery list held by Device 2 will still
include 8 eggs and 1 oil until such time as further
updates, forks, or merges occur.

Interestingly, in view of yield implementation cases A, B
and C, as described above, different Display( ) results will be
held by Device 2 even where the same actions occur (i.e.,
Device 1 adds 6 eggs then purchases 6 eggs, and Device 2
adds 2 eggs then adds 1 oil), but with different timings for
those actions. In particular, an examination of the revision
diagram of FIG. 8 shows the following sequence of events:
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1. Server forks 805 its current revision of an empty
grocery list to Device 2;

2. Device 2 updates 810 its current revision by adding 2
eggs to the grocery list just received from the server;

3. Server forks 815 its current revision of the empty
grocery list to Device 1;

4. Device 1 updates 720 its current revision by adding 6
eggs to the grocery list just received from the server;

5. Device 2 is not currently expecting a server response,
so, per yield “Case A,” Device 2 forks 825 a new
revision of the grocery list to itself and sends its current
revision to the server which merges 830 the revision
provided by Device 2 to its own current revision, with
the result that the server now holds a current revision of
the grocery list having 2 eggs;

6. Device 2 updates 835 its current local revision by
adding 1 oil to its current revision of the grocery list.
Since the current revision held by Device 2 includes
only 2 eggs, this update creates a current revision for
Device 2 wherein the grocery list includes 2 eggs and
1 oil;

7. The server then forks 832 its current revision (grocery
list having 2 eggs) to Device 2;

8. Device 1 is not currently expecting a server response,
so, per yield “Case A,” Device 1 forks 840 a new
revision of the grocery list to itself and sends its current
revision to the server which merges 845 the revision
provided by Device 1 to its own current revision, with
the result that the server now holds a current revision of
the grocery list having 8 eggs (i.e., 2 eggs added by
Device 2 and 6, eggs added by Device 1);

9. Device 1 then updates 850 its current revision to show
the purchase of 6 eggs, with the result that the current
revision of the grocery list held by Device 1 is empty
(i.e., remove the 6 eggs purchased from the 6 eggs on
the previously current list);

10. Server then forks 855 its current revision of the
grocery list (which only includes 8 eggs—see step 7,
above) to Device 1;

11. Device 2 then merges 860 its current local revision to
the revision earlier received from the server (i.e., gro-
cery list having 2 eggs added by Device 2, see step 7).
Therefore, per yield “Case B,” since the current revi-
sion held by Device 2 includes 2 eggs and 1 oil, the
merged current revision 875 for Device 2 will still
include 2 eggs and 1 oil.

12. Device 1 then merges 865 its current local revision to
the revision previously received from the server (i.e.,
grocery list having 8 eggs—see step 10). Therefore, per
yield “Case B,” since the current revision held by
Device 1 is empty, the merged current revision for
Device 1 will include 2 eggs (i.e., the 8 eggs on the
revision received from the server less the 6 eggs
previously removed from the list (see steps 8 and 9
above).

13. In the meantime, per yield “Case B,” Device 2 merges
860 its current revision (i.e., 2 eggs and 1 oil), with the
current revision just received from the server (see step
8, above).

14. Consequently, a Display( ) 870 of the current revision
875 of the grocery list held by Device 2 will still
include 2 eggs and 1 oil until such time as further
updates, forks, or merges occur.

Advantageously, even with temporary differences in revi-
sions between devices or servers, as long as clients (i.e., the
devices) repeatedly call yield, and as long as messages are
eventually delivered (using retransmission if necessary),
eventual consistency between all devices and servers is
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achieved. Note that an example of formal operational
semantics for yield is provided below in Section 2.3.3.

Since revision diagrams are quite general, a wide variety
of implementation choices beyond the ones described herein
can be employed (such as servers organized as trees, or
clients bundled with servers connected peer-to-peer). Note
that an example of one of many possible multi-server
implementation models (i.e., a server pool) is described in
detail below in Section 2.3.3.

2.3.1.4 Mutual Exclusion Example: Seat Reservation

Sometimes, conventional eventual consistency techniques
are too weak. For example, consider an application making
seat reservations, which may attempt something like the
following:

array Seat [ row : int, letter : string ]

assignedTo : CString;
function NaiveReserve(seat: Seat, customer : string)
if (seat.assignedTo.get( ) == “ )
seat.assigned To.set(customer);

else
print(“reservation failed”);

Unfortunately, in a conventional eventual consistency
scenario, this type of application does not work as desired.
In particular, a seat may appear empty in a local revision, but
may already be filled on the server. In this case, the Naiv-
eReserve function illustrated above would appear to succeed
on the local device, but in fact may overwrite another
reservation once the update reaches the server. Advanta-
geously, the Eventually Consistent Sharing Model addresses
this issue by introducing a primitive operation that is
referred to herein as “setlfEmpty” for the cloud type
“CString.” This operation sets the string only if it is currently
empty, and this condition is reevaluated when the update
operation is applied on the server. Thus, existing reserva-
tions are never overwritten.

However, yield is still not sufficient to force mutual
exclusion, since it is uncertain when the update has reached
the server. Thus, the Eventually Consistent Sharing Model
supports an additional synchronization primitive called
flush. Upon flush, execution blocks until:

1. All local updates have been applied to the main

revision; and

2. The result has become visible to the local revision.

Therefore, by using the primitive called flush, the body of
the above-described reservation function can be imple-
mented as follows:

seat.setlfEmpty(customer);
flush;
if (seat.get( ) = customer) print(“reservation failed”);

Since flush could block indefinitely if the device is not
connected, various embodiments of the Eventually Consis-
tent Sharing Model support the additional specification of a
timeout. As such, it should be clear that the flush primitive
enables a wide range of advanced synchronization scenarios
(clearly not limited to seating assignments) when combined
with yield. Further, the example provided above demon-
strates that the Eventually Consistent Sharing Model is at
least as expressive as shared-memory programming with
locks, since locks can be implemented analogously.
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However, locks are not a good programming technique in
these scenarios, since devices may become disconnected
without warning. As such, it should be clear that the Even-
tually Consistent Sharing Model provides a number of
advantageous sharing capabilities, especially in the case
where devices may become disconnected from the server at
any time and without warning.

2.3.1.5 Advanced Example: Relational Database

In various embodiments, the Eventually Consistent Shar-
ing Model also provides various techniques for storing
complex relational data using various cloud types, including
CString (i.e., “cloud string”), CTime (i.e., “cloud time”),
Clnt (i.e., “cloud integer”), etc. An example of a mobile
application that maintains a database of customers and
orders using these various cloud types is described below,
with exemplary Pseudo-code for such an application illus-
trated below in Table 2.

TABLE 2

Pseudo-Code for the Customer Database Example.

entity Customer

{ name : CString }

array Product[ id : string ]

{ name : CString, price : CInt }

entity Order(customer : Customer)

{ time : CTime, totalprice : CInt }

array Cartltem [ customer : Customer, product : Product ]
{ quantity : Clnt }

array Orderltem [ order : Order, product : Product |
{ quantity : ClInt, price : Clnt }

function AddToCart(c: Customer, p: Product, q: int)
{ Cartltem[c,p].quantity.add(q) }

function DeleteCustomer(c: Customer)

{ delete ¢ }

function SubmitOrder(customer : Customer)

// create fresh order
var order = new Order(customer)
order.time.set(now( ))
// move items from cart
foreach cartitem in entries Cartltem.quantity
where cartitem.customer == customer
{
var oitem = OrderItem[order, cartitem.product]
oitem.quantity = cartitem.quantity
oitem.price = cartitem.quantity * cartitem.product.price
cartitem.quantity.add(—oitem.quantity)
order.totalprice.add(oitem.price)

¥
function ShowOrders(customer : Customer)

foreach order in all Order
where order.Customer == customer
orderby order.time

Print(* Order of ” + order.time)
foreach(i in all OrderItem)
where i.order == order

%

Print(i.quantity + + iproduct.name + « for ” + i.price)

Since typical arrays do not support dynamic creation or
deletion of entries, the Eventually Consistent Sharing Model
provides an alternative form of data structure, referred to
herein as “entities.” Note that both arrays and entities, as
described herein, differ from the conventional idea of enti-
ties in that array entries of the Eventually Consistent Sharing
Model have visible primary keys (the indexes), and cannot
be created or deleted. Further, the entities of the Eventually
Consistent Sharing Model have hidden, automatically man-
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aged primary keys, and are explicitly created and deleted by
the user. In the example pseudo-code of Table 2, customers
and orders are modeled as entities rather than array entries,
which has two advantages: (1) they can be created without
first determining an index by which to identify them
uniquely, and (2) they can be explicitly deleted, which
removes them (as well as all associated data) from the
database. Below are additional definitions and consider-
ations regarding the contents of Table 2.

Product is an array of products, indexed by a unique id;

Cartltem is an array of cart items, indexed by customers
and products, storing the quantity;

The entity Order takes a customer as a construction
argument (construction arguments are like immutable
fields, but also play an additional role explained
below);

The array Orderltem stores the quantity of each product in
each order;

The function AddToCart adds items to a customer’s cart,
just items were items to the grocery list in the previous
example;

The function SubmitOrder creates a new order entity for
the customer, then iterates through the cart items of this
customer, and adds them to the order, totaling the
prices. Note that since there is no yield in this function,
it is not necessary to consider the order entity becoming
visible to other devices before all of its information is
computed;

The function ShowOrders prints all orders by a customer,
sorted by date. It uses the query “all Order where
order.Customer==order” which returns all order enti-
ties belonging to this customer; and

The function DeleteCustomer is simple, but has some
interesting effects. Not surprisingly, it deletes the cus-
tomer entity. However, beyond that, it also clears all
entries in all arrays that have the deleted customer as an
index, and it even deletes all orders that have the
deleted customer as a construction argument. Entities
whose existence depends on other entities are some-
times called ‘weak entities’ in the literature. However,
with respect to the Eventually Consistent Sharing
Model, those ‘weak entities’ correspond to: (1) entities
that have other entities appearing in their construction
arguments, and (2) array entries that have entities
appearing as an index.

2.3.2 Syntax, Types, and Local Semantics:

Table 3, below, describes the syntax of types, schemas,
and expressions used by the Eventually Consistent Sharing
Model. Note that in the following discussion and in Table 3,
a subscript n without an explicit bound is assumed to be n=0.
The Eventually Consistent Sharing Model distinguishes
kinds of types:

1. An index type “U” is the type of values that can be used
as indices into an array or entity, and consists of simple
read-only values like Int, String, and array, and entity
identifiers (A and E);

2. A cloud type “w” is used for mutable cloud values that
are persisted. These types are prefixed with the letter C
(e.g., “CString” for a cloud string type) to distinguish
them from regular value types. Examples of cloud
types include Clnt and CString, as noted above. Note
that Section 2.3.4 provides precise semantics for these
cloud values using fork-join automata to enable various
embodiments of the Eventually Consistent Sharing
Model;
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3. A type CSet (1} is a type of observe-remove set;

4. Finally, the Eventually Consistent Sharing Model pro-
vides regular expression types T which includes index
types L, functions, products, and regular sets.

A schema S consists of a sequence of declarations. A
declaration is either an array A, an entity E, or a property p.
Properties map an index L to a mutable cloud type w. In the
examples described herein examples, the following “syn-
tactic sugar” (i.e., syntax within a programming language
that is designed to make things easier to read or to express)
is used define properties as part of an array or entity
declaration:

entity E(k;:1,, . .

S kv P, ..., p,o, ) =entity B(

ki, .., k) property py: E—w; . . . property
p,E—w,

array A[k,:L,, - kv prog, ., DLW, =
Alkyoy, ...k, ] property pri A— oy . . . property
P, A—w,

Also, global persisted values (as used, for example, in the
grocery list pseudo-code provided in Table 1, above) are
syntactic sugar for cloud arrays without any keys and a
single value property:

global x:m=array x[ ]{value:w}
where all operations on x are replaced with operations on the
array value:

x.op(e, . . ., e,)=x[ ].value.op(e,, . . .

;€,)

TABLE 3

Syntax of Types, Schemas, and Expressions.

entity names pps E
array names  Ap3 A = ..
index types L = Int| String | E| A
cloud types ® IS Clnt | CString | CSet{1} | ...
expression T = Set{t) T =T | (T,0T,)
types
key names k =
property p =
names
declarations decl = entity E(k;:uy,....k,L,)
| array Alkjiy,...k,,]
| property p: L — @
schema s = decly;...;decl,
unique id’s  (5id> uid = ... (abstract)
constants Cond ¢© = ... (integer and string literals)
updates op, = ... (predefined)
queries op, = ... (predefined)
operations op = op, lop,
values Val® v = A[vy,...,v,]IE[uid,v,...,v,]
| clxl(vy,.v,) | Mx:T).e
expressions e = new E(e,....e,)
I delete e
I Alep,..e,]
| e.p.op(ey,....e,)
I ek
| allE
| entries p
| yield | flush | barrier
| viey e, leg;el(er,..e,)
program program =S e

The syntax of expressions is separated into values v and
expressions e to facilitate the description of the evaluation
semantics. Values can be regular values such as literals c,
variables X, products of values, or lambda expressions.
Moreover, the Eventually Consistent Sharing Model uses
array and entity values that encode a particular entry of an
array as Alvy, , v,|, or a particular entity as
E[uid,v,, . . . ,v,]. Note that the entity value is not an
expression that a user would write down themselves, and



US 9,436,502 B2

33

only occurs in the evaluation semantics as the result of a new
expression (which also supplies the unique id uid for the
entity value).

Expressions consist of both cloud specific expressions,
and of regular expressions like applications e, e,, sequence
e,; e,, products, and lambda expressions. The keywords new
and delete respectively create and delete entities. The
expression Ale,, . . . , ¢,] is used to index into an array. The
operation expression e.p.op(e,, . . ., e,) invokes an update
or query operation op on a property p indexed by e. The
creation keys of an entity, or the indices of an array expres-
sion, can be queried using the e.k expression.

The all and entries keywords return all elements of an
entity or all non-initial entries of a property, respectively.
These primitive expressions allow the Eventually Consistent
Sharing Model to construct general queries. Finally, the
yield and flush operations are used for synchronization with
the cloud.

Table 4 defines an example of a type system for an
expression language for implementing the Eventually Con-
sistent Sharing Model. A derivation S, ye:T states that for a
certain (well-formed) schema S and type environment I, the
expression e is well-typed with a type T. The initial I" is
written as Iy, and contains the type of primitive functions
(i.e., add: (Int, Int)—Int), together with the types of primi-
tive cloud type operations (i.e. Clnt.add:(Int)—Unit).

Most rules are standard and self-explanatory. However,
there are some details that should be noted. In particular, in
the type rule for operation expressions, it can be seen that the
type w of the mutable cloud value never ‘escapes’. In other
words, values with a cloud type o are not first-class and
expressions always have a type T (which does not include
). This is by construction since an operation expression e.
p. op(ey, . . ., e,) always occurs as a bundle and the cloud
value never occurs in isolation.

TABLE 4

34
2.3.2.1 Client Execution:
Table 5 and Table 6 give the evaluation semantics for local
client execution. In particular, Table 5 defines the evaluation
order within an expression. An execution context € is an

Types of Expressions.

Entity E(k; :¢q, ...
S, T'rnew Eey, ...

ki) ed & The iy
sen):E

array Ak ieg, .. LKy it) €D O Theiy

S, ['+delete e : Unit

entity E(...) € &

5 expression “with a hole, [1”, and the notation €[[e]] is used
to denote the expression obtained from € by replacing the
hole (i.e., “[”) with e. Essentially, the execution context
acts as an abstraction of a program counter and specifies
where the next evaluation step can take place.

10

TABLE 5
Evaluation Contexts.
€ = O
15 | new E(Vi,.,V1€,650€,)
| delete €
| AlV Vi €,8508,]
| e.p.op(ey,....e,)
| VPOP(V e V16,500 ,€5)
I ek
20 | € elv elese
| (Vi Vir€585e0s65)
Table 6 defines the operational semantics in the form of
transition rules e;0—>e';0" where an expression ¢ with a local

25 gtate o is evaluated to a new expression €' and updated local
state 0'. Note that the client state o is the state of the schema
fork-join automaton X°, described below in Section 2.3.4.

TABLE 6
30
Expression Semantics.
€[[new E(vy,...,v, )]0 = €[[Euid,vi,....v,]1];
o.createz(E[uid,v,...,v,]) (fresh uid)
€[[delete E[uid,...]]];0 —- €[[( )]];0.deletes(uid)
&, T're:ES, T

S, TrAfer, ... ,e,]:A

S, [ke:tpropertypit > weS

S, I'vEuid, vy, ...

, ' E

wop: (T, .. ,T) >l S Theiy

(&, Trepopler, ... ,€,):7)

entity E(...) € ¥ &, T're:E entity B(... ,k:¢,..)0€d
S, T'+all E: Set (E) S, Trek:e
property p:t > w €S> S, [ke:Aarray A(... ,k:it,..)ed
&, T Fentries p: Set (¢) S, Trek:e
x:tel S, [, x:7i]re:Ts
S, Trxit S, TrAE:T]e:T > 1
S Tre i 15T key:r, S, Their;
S, Treey: 1 S, Tr(er, ... ,e):i (T, ... , Ty

S Tre ity & Trer:t

S Treer:n

S, T+~ yield:Unit
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TABLE 6-continued

Expression Semantics.

€[[V.p-0p(V 5eens V)] = €[[O)]]o.update,(v.op, (V.. ,n))
€[[V.p-0Pg(V eens V)11 = ¢[[o.querry,(v, Opq(Vb Sk
€[[all E]];o - e[[o.allz]];o

€[[entries p]];o — €[[o.entries, ]];0

[[A[V V] K] |50 = €vllo

€[[E[uid,vy,...., ]]];0 = €v]o

e[[(Ax:t).e)v]]; = €[[e[vix]]];o

€[[vie]l;,o = €le]o

The first three rules illustrated in Table 6, i.e., new, delete,
and operation expressions (op), update the local state by
invoking the corresponding updates on the fork-join automa-
ton. The following three query rules return the result of
executing the corresponding query on the fork-join automa-
ton. Note that the fresh uid for the create call is produced
locally since it is assumed that each client can generate such
globally unique ids. However, in the case that a client is not
capable of this operation for any reason, the Eventually
Consistent Sharing Model can instruct the server (or server
pool) to provide a globally unique id for any client.

The final four rules provided in Table 7 are standard
evaluation rules on the expressions and do not use the local
state at all. Note that in various embodiments, the creation
keys of arrays and entities are maintained explicitly in the
value representation, which makes the key selection a com-
pletely local operation. However, realistic implementations
can use just the uid to represent entities and store the
creation values in the local state (and similarly for arrays),
if desired.

The operations yield, flush, and barrier cannot be
described as local operations and are handled by the seman-
tic rules defined over the clients and servers as discussed in
detail below.

2.3.3 System Model and Distribution:

In the previous section, the local execution semantics of
expressions were established and described in detail. The
following discussion presents an example of an operational
whole-system model including multiple clients and an elas-
tic server pool. This example illustrates an eventually con-
sistent system by ensuring that all executions produce proper
revision diagrams, and that proper fork and join functions
are used to manage the state of replicas.

In particular, FIG. 9 shows a brief example of an execu-
tion with three servers in a server pool (i.e., S;, S,, and S;)
and two clients (i.e., C;, and C,). Clients that perform yield
or flush initiate transitions of two kinds, i.e., “push” and
“pull” (thus initiating one of the four following transitions:
1) “Yield-Push”, 2) “Yield-Pull”, 3) “Flush-Pull”, and 4)
“Flush-Pull”). These transitions communicate with an eli-
gible server in the pool. However, as explained in further
detail below, not all servers are eligible at any particular
point in time. In general, servers behave similarly to clients,
initiating push and pull transitions with other eligible serv-
ers. However, between servers, Sync-Pull and Sync-Push
transitions are used instead of the Yield-Pull and Yield-Push
transitions initiated by the clients.

When synchronizing, the Eventually Consistent Sharing
Model ensures that clients and servers maintain the proper
revision diagrams result. In particular, the proper result is
maintained by causing each client and server to follow a
“join rule” which states that joiners must be downstream
from the fork that forked the joinee. FIG. 10 provides a
simple example of when this rule satisfied and it is OK to

10

40

45

50

60

36

join (1010), and when this rule is not satisfied and it is
therefore not OK to join (1020).

Referring back to FIG. 9, to ensure this condition, the
Eventually Consistent Sharing Model assigns “round num-
bers” to servers and clients based on local transitions, and
uses “round maps” to determine eligibility (by determining
which forks are in the visible history, based on which round
the server or client is currently in). Note that round maps can
be considered a form of vector clocks. These round numbers
(i.e., “Rnd 0 up to “Rnd 4” for the clients and servers in this
example) are illustrated in FIG. 9 along the central revision
for each client and server. As illustrated, all clients and
servers start with round 0, except the main revision (which
in this example is on server S,) that starts (and forever
remains) in round 1. After each fork by any particular client
or server, the round number of that client or server is
incremented. Therefore, since any particular client or server
performs forks at different times, there is no requirement for
any particular server or client to be in the same round at the
same actual clock time.

In view of the preceding examples, formal definitions of
the ideas outlined above are provided in the following
paragraphs. These formal definitions begin by introducing
some notation to prepare for operational rules that are
presented in below in Table 7 and Table 8.

First, a system configuration Cis defined to be a partial
function from identifiers (representing servers or clients) to
a server or client state, respectively. For a client identifier c,
a client state C (c) is a tuple (r, e, 0) consisting of a round
number r, an expression e, and the revision o. For a server
identifier s, the server state C(s) is a tuple (r, R, O)
consisting of a round number r, a round map R and a revision
state O.

The revision state o represents the state of the current
replica for a particular client or server. Note that a more
detailed description of the implementation of o is provided
below in Section 2.3.4, where it is presented along with a
discussion of cloud types and definitions of “fork-join
automata” that allow the Eventually Consistent Sharing
Model to operate with abstract or virtual representations of
revision diagrams. In general, it should be understood that a
is in some set X, supports all the local data operations, has
an initial state oy, and supports fork and join functions fork:
Z—2x2 and join: Xx2Z—2, respectively. Moreover, it is
assumed that fork(c,)=(0,, 0,). In other words, forking
from the initial state yields that same initial state.

The round numbers r are used to track which clients (and
servers) can synchronize with particular servers at any
particular point in time. After each fork, the round number
of a client or server is incremented. The round map R on a
server s is a total function that maps each identifier i of a
client or server to a round number R(i) that is the number of
the last round whose fork is in the visible history of s. The
initial round map R, maps all clients and servers to “round
0” (since round 0 is always forked from the initial state of
the main revision, it is retroactively in the visible history).
The rules are set up to enforce that a client ¢ (or server s)
with round number r can only communicate with a server
where R(c)=r.

Table 7 presents transition rules of the form € = C' where
cloud state C updates to C'. The pattern match notation
C(a»by, ..., amDb,) is used to match on a partial
function C satisfying C (a,)=b,, Vi. 1=<i=n. The expression
C [a» b] is used to denote a partial function that is equiva-
lent to C except that C (a)=b.

For any cloud state there are potentially many valid
transitions that capture the inherent concurrency and non-
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determinism of cloud execution. For example, clients can be
spawned and terminated at any time using the rules [Spawn]
and [Term] illustrated in Table 7, and clients can arbitrarily
interleave local evaluation.

38
TABLE 8-continued

Cloud Evaluation Rules for Servers.

Ry =r

Thf: rules [Yield-Nop], [Yield-?ush] and [Yield-Pull] 3 R = max(®,, R) RY =Rl[t 1> 1, + 1]
describe how clients synchronize with servers. Note that the . ,
X . . . . fork(c,) = (o}, 07) join(os, o) = o
[Yield-Nop] states that a yield instruction can be ignored, Sync-Push —
. . A . . C(se(r, Ry, 05), 1 (1, Ry, 04)) =
allowing disconnected clients to continue executing. The ;
rule [Yield-Push] sends a revision to an eligible server, while Cls = 0 Ry, o). 10 (4 1L Ry, 0)]
the rule [Yield-Pull] receives a revision from an eligible 10
server. In both cases, the round number of the client is Ri) =1 R = max(Rs, R) Ry =Ryt o1 + 1]
incremented and the round map of the server is updated. The fork(os) = (05, 07) join(oy, o) = 0]
. . Sync-Pull
new states of the client and server are determined by Clsw> 5, Ry, )t (1, Rey 07)) >
forking/joining revisions appropriately, as illustrated by . Cls e (t, R, o), tes (5 + LR, 0)]
FIG. 9.
. R =1, Ry = max(R,, Ry) join(o, o) =
Retire
TABLE 7 Csr @Ry o9, 1o @Ry o) 2
Cloud Evaluation Rules for Clients. 20 Clsw R o).t 4]
; 5o
Bl g eeo—;:z*[m oo 2.3.3.1 Flush:
T T To describe the flush operation, an initial main server
3 ) S,.am> 15 specified or otherwise distinguished. The flush
Spawn dom(©) fork(org) = (o, o) ,5 operation ensures that all updates of a client are joined in the
C=Clew e 0)] main server s,, .., and that client sees all state changes in the
main server that were applied before the client state was
R(e)=r R =R[cmr+1] joined.
fork(ors) = (¢, o) join(crs, o) = o To track which client updates hav}? been seen by the main
Yield-Push Coh R o0 en C ol oS server, an extra round number ¢ is added in the round
] o  Flyerdl o 30 map. As illustrated below in Table 9, the main server can
Cls o (1 R, o)) e o e+ 1, [, 02)] always execute the rule [Commit] to set the C™" entries to
the corresponding round numbers of the clients that have
R@=rR =Rlemr+1] synchronized with the main server. Further, using the [Sync-
] fork(cy) = (o7, o) join(o”, o) = Push] and [Sync-Pull] rules illustrated in Table 8, any
Yield-Pull 7 50 G R, o3 e o (@ sllyeildl], oo = 35 servers thilt synthonize With the main server will propagate
Cls o (e R o) e (o L2l )] these ¢, entries automatically.
TABLE 9
Yield-Nop § -
Cle 2 @ ellyieldll, o) = Cle = (x, [l O], o] , ,
40 Semantics of the Flush Operation.
e R(c) =r join(cr,, o) = o, Flush-Push BC =rR ;R[c oo+l Joufll(gx}’l T =0
C(s (55, R, 0y), ¢ & (x, [[yeild]], o) = = (0 (s R o), oo (n eflflushl], o)) =
Cls o (o R, 07 ¢ > 4] Cls (. R, o), c o (£ + 1, g[[block]], o))
45
FlushPull R(c™") =r fork(oy) = (0, o)
Table 8, below, shows the rules for server synchroniza- s C(so (1, R, 0y), c o (1, g[[block]], o)) =
tion. The rules [Create] and [Retire] §imply cr.eate anq retire Cls o (5, R, o), ¢+ (6 £[[( )], 0]
servers on demand, thereby enabling a wide variety of
flexible server pool scenarios where serv.ers can enter gr 50 ‘ R’ =R[Y c.c™ o R(c)
leaye the pool as needed. The [.Sy.nc] rule is the.synchrom- Commit & o > O R 0) 5 C o (0. R, 0]
zation rule for servers and is similar to a simplified (more
synchronous) version of [Yield]. The premise ensures that ) ) )
the round number matches, the round number is incre- The rule [FIPSh'PUSh] 13 ap.phe.d Whenever .the client does
mented, and the state is first joined and then forked again. 55 @ flush operation. The rule is similar to [Yield-Push] but
What is different is that the round maps of both servers are ‘plgcks the client. In addition, only the state o.f the client is
also joined using R=max(R,, R,) (taking the pointwise max joined with the? server state, but the client state 1tse1.f does not
fork a new revision. The round map of the server s is updated
of the vector clocks). . .
though with the new round number ¢ r+1. This allows the
TABLE 8 60 servers to execute [Sync] until the state changes are propa-
gated all the way up to the s,,,, server. At that point, the
Cloud Evaluation Rules for Servers. main server can make a [Commit] transition, making
o™ 15 r+1. After again doing more [Sync] transitions, the
Create s % dom(Z) new ¢/ entry makes it back to the original server. At this
€ = Cls > (0, Ry, 09)] 65 point, [Flush-Pull] can apply where the server state is forked

now into a new server state o', and client state o', and where
the client is unblocked again.
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2.3.3.2 Message Protocols and Server State:

For purposes of explanation, the rules presented above are
still somewhat more abstract than needed for an actual
implementation. In practice, all communication is asynchro-
nous (based on message delivery) and considered to be
unreliable (i.e., typical lossy network communications).
Thus, various tested embodiments of the Eventually Con-
sistent Sharing Model operate to break synchronous transi-
tion rules (like Yield-Push, Yield-Pull, Sync, Flush-Pull, and
Flush-Push) into message protocols, use state machines that
are locally persisted, and retransmit messages if they are
lost.

In general, the protocol can be considered “stateless” on
the server. More specifically, this is “almost” true since the
replica state on the server is indeed unaware of the client, but
there is still the round map R that may contain information
about the client. Still, actual implementations of the Even-
tually Consistent Sharing Model can be adapted to deal with
cases where the client goes silent (i.e., unexpectedly drops
offline or otherwise disconnects). In particular, if a client
goes silent, the statelessness capabilities of the Eventually
Consistent Sharing Model ensure that the server can purge
all states related to that client, after some period, as soon as
all round maps of all servers see the same round of that
client. Advantageously, if the client reconnects later, it
simply starts with a fresh client id and round number without
losing any changes it performed while offline.

Another advantage of the Eventually Consistent Sharing
Model concerns the size of messages. Sending the full
replica state in messages is often impractical, depending
upon the size of the replica and the available bandwidth.
Therefore, in various embodiments, the Eventually Consis-
tent Sharing Model enables compression by sending diffs of
the state rather than the entire state. This compression again
introduces some server state for each client; but again, this
server state is not important and can be thrown away if a
client goes silent. Then, the next time the client connects, the
full replica state will be transmitted the first time.

2.3.4 Cloud Types:

Note that the aforementioned co-pending U.S. patent
application uses the term “isolation types” to refer to the
same general concept as the term “cloud types” as discussed
in this document, except that the cloud types described
herein are used in the context of cloud-based applications. In
other words, these cloud types are adapted by the Eventually
Consistent Sharing Model for use in various cloud comput-
ing environments as discussed herein. The following para-
graphs describe the cloud type implementations of the
Eventually Consistent Sharing Model in more detail. To this
end, the concept of a “fork-join automaton” is defined. In
general, fork-join automata are defined below as concrete
implementations of cloud types, consisting of implementa-
tions for the abstract update and query operations, and
concrete implementations of fork and join.

Definition 15: Similar to “Definition 2” which describes a
“query-update automaton” (QUA), a “fork-join automaton”
is a tuple (Q, U, 2, o, {, j) where:

1. Q is an abstract set of query operations;

2. U is an abstract set of update operations;

3. 2 is a set of states ;

4. 0,€Z is the initial state;

5. Queries and updates have an interpretation as functions,

specifically:

a. Each query operation qeQ defines a function q":
>—Val, and

b. Each update operation ueU defines a function u”:
PRI
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6. f:2—2xZ is a function for splitting the current state on
a fork; and

7. j:2x2—2 is a function for merging states on a join.

Note also that “fork-join automaton” are introduced above
in Section 2.2.7 and initially referred to as FJ-QUA’s (i.e.,
fork-join query update automaton). The fork-join automata
enabled by the Eventually Consistent Sharing Model satisfy
a correctness condition. In particular, fork-join automata
correctly track and apply updates when revisions are forked
and joined (as discussed above in Section 2.3.1.3). This
correctness condition is discussed only informally here,
since its definition depends on the definition of revision
diagrams provided in the aforementioned co-pending US
patent application.

In the following paragraphs, an exemplary fork-join
automaton is defined for the entire cloud state (i.e., for all
cloud data declared by the user). First, a fork-join automaton
is defined for the primitive cloud types Clnt and CString.
Then, an example of how to define the cloud types for
entities and arrays is provided. Finally, an example showing
how to implement the cloud type CSet as “syntactic sugar”
is provided.

2.3.4.1 A Fork-Join Automaton for Clnt:

For cloud integers, the Eventually Consistent Sharing
Model supports operations “get” and “set” to read and write
the current value, as well as “add”, as illustrated in Table 10,
below. Three values are stored in the state, including:

1. A boolean indicating whether the current revision
performed any set operations;

2. A base value; and
3. An offset.

On fork, the boolean is reset, the base value is set to the
current value, and the offset is set to zero. Add operations
change only the offset, while set operations set the boolean
to true, set the base value, and reset the offset. On join, the
value ofthe joined revision is assumed (if it performed a set)
or add its offset (otherwise). This produces the desired
semantics (see Section 2.3.1.3 for examples).

TABLE 10

Fork-Join Automaton for Clnt.

QE: {get}

U {set(n)ln € int} U {add(n)In € int}
St pool x int x int

0, (false, 0, 0)

add(n)*(r, b, d) = (1, b, d + n)

set(n)*(r, b, d) = (true, n, 0)

get*(r, b, d) = b +d

£ (1, b, d) = (1, b, ), (false, b + d, 0)
(true, by, dp) if 1, = true

:Cint
, br, di)(r2, bz, d2) = .
7 br. )i, b, da) {(rl, by, d; +dp) otherwise

2.3.4.2 A Fork-Join Automaton for CString:

For cloud strings, the Eventually Consistent Sharing
Model supports operations “get” and “set” to read and write
the current value, and a conditional operation “setifEmpty”
as illustrated in Table 11. In the state, the Eventually
Consistent Sharing Model records the current value and
whether it has not been written (i.e., “L”), has been written
(i.e., “wr”), or has been conditionally written (i.e., “cond”).
Note that a conditional write succeeds only if the current
value is empty, and that this test is repeated on merge.
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TABLE 11

Fork-join Automaton for CString.

QCSlring: {get}

USSTing: [set(s)ls € string} U {setlfEmpty(s)ls € string\{" "}}
>CSting [ wr, cond(string)} x string

O,OCSm'ng: (J_, " u)

set(s)*(r, t) = (wr, s)

(wr, s) if r=wrAt=""
(cond(s),s) ifr= + At=""
setlfEmpty(s)”(r, ) = (cond(s),t) ifr= + At#""
(r, t) otherwise
get’(r, s) = s
£E57Ig (1 5) = (1, 8), (L, 8)
(wr, s;) if r; = wr
(wr, s) if 1y =wrAs; ="" Arp = cond(s)
O (v 5, Y(rp, 52) = { (cond(s), s) if i = + Asy ="” Ary = cond(s)
(cond(s), s;) if r; = + As; £”” Arp =cond(s)
(r1, s1) otherwise

2.3.4.3 A Fork-Join Automaton for the Complete State:

In view of the proceeding discussion, for a fixed schema
S, the entire state can now be defined as a fork-join automa-
ton. First, the query operations Q° and the update operations
U are defined as illustrated in Table 12, below.

TABLE 12

Definition of Query and Update Operations.

Entity/
Operation Argument Tyes Return Type Property Definition
allg set{ E) entity E(k; i,k L,)
createz(e) E entity E(k; i,k L,)
deletez(e) E entity E(k; i,k L,)
entriesp set{1) property p 1L —=
query,(i,q) 1,Q” val property p 1 L = @
update,(i,u) 1, U property p 1 L = @

Next, the state space is defined to consist of separate
components for each entity type and each property, as
illustrated by Equation (11):

Equation (11)

25=ﬂsz]_[ o

Pes EeS

For each declaration, property p:i—m, a total function
from keys to values is stored, where keys are of the
corresponding index type, and values belong to the state
space of the corresponding fork-join automaton, as illus-
trated by Equation (12):

I, —=1—=E Equation (12)

For each declaration, E(k;:i,, . . ., k), the Eventually
Consistent Sharing Model stores the total function from
entities to a state that indicates whether this entity is not yet
created (i.e., “L”), exists as a normal entity (i.e., “ok™), or

has been deleted (i.e., “T”), as illustrated by Equation (13):
2z=BE—{l, ok, T} Equation (13)

For a state 0eX”, 0,, and O, are the projection on the
respective components.
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Naturally, in the initial state o,,°, all property indexes are
mapped to X,(i.e., the initial state of the corresponding
fork-join automaton) and all entities are mapped to L. The
implementation of queries, updates, fork, and join are illus-
trated below in Table 13 using pseudo-code, followed by an
explanation of each of these elements.

TABLE 13

Complete Fork-Join Automaton

// Operations on Entities
createz(e){
oz(e) = og(e)[eP ok];

}
deletez(e){
oz(e) = og(e)ler> T];

allz{
return {e € E}og(e) = ok;
}
// Auxiliary Functions
propogate (){
while exists E,e such that
oz(e) = T and deleted(e)
do
oz(e) = og(e)[er> T]

deleted(e){
match i with

Alleeoly]:

return (exists j such that deleted(i;));
Efuid,ij,e..d,]:

return oz(i) =T

or (exists j such that deleted(i,));

else // string or integer

return false;

}
isdefault(o){
if o e X
return get” o = 0;
else if 0 € ZE57E
return get* o« ”;
else if o € T
return elems” o = @;
}
// Operations on Properties
query,,(i,9){
if (deleted (i)
return 1;
else
return 0,,(i).q;
}
update,,(i,u){
if (not deleted (1))

0,(i).u;

entries,, {
return all i € v
where (not isdefault (0,(i)))
and (not deleted (i))
}
// Fork and Join Functions
fork( ){
var o' = 0; // copy the state
foreach property p : 1—= @
foreach i € v
(00, 0,/0) 1= P(0,(0):
return o';
}
join(o) {
foreach property p: v — @
foreach i € v
0,(0) = (0, 1), 0, '0):
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TABLE 13-continued

Complete Fork-Join Automaton

L)

foreach entity E(k; : vy,...,k, :
foreach o € E
Og(e) = max(0g(e), Og'(e))
propagate( );

max(s,,s,) uses the order L <ok <T

The elements illustrated above in Table 13 are explained

as follows:

Create adds a fresh element to an entity by mapping it to
ok. It is assumed that each client can create fresh
elements (based on a local id and counter). However, in
the case that a client is not capable of this operation for
any reason, the Eventually Consistent Sharing Model
can instruct the server (or server pool) to add fresh
elements;

Delete maps the deleted element to T to mark it as deleted.
Note that this element cannot be simply removed,
because at joins, it would be impossible to determine if
one side is fresh, or the other deleted. Therefore, extra
book-keeping can be used to eventually collect these
tombstones;

Deletion also causes any dependent entities to be deleted.
This is achieved by Propagate. Note that entity depen-
dencies cannot be cyclic, since an entity can only be
used in the creation of another when it is already
defined;

all; returns all non-deleted values of a given entity;

A query q on an entry i of property p is answered by
delegating it to the QUA of p at 1, provided that 1 is not
deleted;

Similarly, an update u on an entry i of property p is
delegated to the QUA of p at i, provided i is not deleted.

entries, returns all the entries of a property p that map to
non-default QUAs and are not deleted.

Forking the overall QUA turns into a point-wise forking
of all the QUA’s of each property. The entity maps are
unaffected by forking.

Joining is similarly performed point-wise on all proper-
ties. For entities, joining is achieved by computing the
maximum in the order 1 <ok<T. This achieves deleting
the entry, provided any one side has it deleted, or
keeping it allocated, if any one side has it allocated. At
joins, the Eventually Consistent Sharing Model also
re-propagates deletions to all dependent elements, as
new deletions can be merged into the revision.

Advantageously, the complete state QUA operations are

commutative by themselves. The only non-commutative
operations are in the QUAs implementing cloud types. This
property makes using arrays and entities very natural and
does not introduce unexpected conflict resolutions. Further-
more, the design of the Eventually Consistent Sharing
Model enables a modular implementation of the complete
state QUA with respect to cloud type implementations. In
part, this structure makes a single parameterized, reusable
implementation of cloud storage and synchronization pos-
sible. Consequently, any schema and any extensions of
cloud types can be supported without further changes.
2.3.4.4 Implementation of CSet:
Rather than defining sets directly, the Eventually Consis-
tent Sharing Model encodes them relationally, building on
the abstraction mechanism provided by entities. Given a

schema definition for a property of type CSet{1), it is
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rewritten to an entity definition whose entities represent
“instances” of additions of elements, as illustrated by Equa-
tion (14):

property p.'L’—)CSet< L) =entity E,[index:\’, element:.] Equation (14)

Given this definition, operations are indirectly encoded as
follows:
x.add@)={new E,(x, i);}
x.contains(i)={return(all  E,,

element==1).isNotEmpty( );}
x.remove(i)={foreach (e in all E,, where index==x and

element==1)e.delete( );}

This indirect encoding has various advantages, including
those illustrated by FIG. 11, and as described below:

Removing an element from a set (1110 and 1120) only

removes instances that were visibly added before the
remove. Thus, as illustrated by revision diagram 1110,
since the x.remove(e) occurred on a revision forked
prior to the x.add(e) on the main revision, then x.con-
tains(e) is still true after the forked revision joins the
main revision. In contrast, as illustrated by revision
diagram 1120, since the x.remove(e) occurred on a
revision forked after the the x.add(e) on the main
revision, then x.contains(e) is false after the forked
revision joins the main revision. This is referred to as
observed-remove behavior for eventually consistent
sets; and

If the user deletes an entity, that entity disappears auto-

matically from all sets that contain it. This concept is
illustrated by revision diagram 1130, where it can be
seen that even though the “delete ¢’ occurred on a
revision forked prior to the x.add(e) on the main
revision, x.contains(e) is false since the “delete e” acts
on all sets, as noted above.

3.0 Operational Summary:

The processes described above with respect to FIG. 1
through FIG. 10 and in further view of the detailed descrip-
tion provided above in Sections 1 and 2are illustrated by the
general operational flow diagrams of FIG. 12 through FIG.
14. In particular, FIG. 12 through FIG. 14 provide exem-
plary operational flow diagrams that summarize the opera-
tion of some of the various embodiments of the Eventually
Consistent Sharing Model. Note that FIG. 12 through FIG.
14 are not intended to provide exhaustive representations of
all of the various embodiments of the Eventually Consistent
Sharing Model described herein, and that the embodiments
represented in FIG. 12 through FIG. 14 are provided only for
purposes of explanation.

Further, it should be noted that any boxes and intercon-
nections between boxes that are represented by broken or
dashed lines in FIG. 12 through FIG. 14 represent optional
or alternate embodiments of the Eventually Consistent Shar-
ing Model described herein, and that any or all of these
optional or alternate embodiments, as described below, may
be used in combination with other alternate embodiments
that are described throughout this document.

In general, as illustrated by FIG. 12, the Eventually
Consistent Sharing Model achieves eventually consistent
transactions for shared data by first providing 1200 one or
more fork-join models that provide a pre-defined conflict
resolution policy for determining how to apply updates to a
primary revision of data shared between a plurality of
computing devices connected to a networking environment.

A primary revision of the shared data is then maintained
1220 on a host computer or in a pool of one or more servers.
Shared copies of this primary revision are then forked 1230,

where index=x and
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either on client demand or pushed by the server or host, to
individual client computing devices.

In general, revision updates performed by any client (or
secondary host) are propagated through to the primary
revision. In particular, for any copy of the client’s local
revision that is updated and sent to the host, that copied is
joined 1210 to the primary revision in accordance with the
rules of the fork-join models to update the primary revision
maintained by the host.

Further, in a more detailed sense, while the data is being
shared, the following case-based actions 1240 are per-
formed:

if the client updates its local revision and a new revision

is not currently expected by the client from any host,
sending a copy of that client’s updated local revision to
one or more of the hosts, and locally forking a new
copy of the updated local revision for continued local
use by the client;

if a new revision has been received by the client from any

host, using one or more of the fork-join models to join
the local revision into the new revision received from
the host to create a new local revision for that client;
and

if a new revision expected from any host is not currently

available to the client, preventing that client from
joining or forking its local revision, and for any copy of
the client’s local revision sent to one or more hosts,
joining that copy to the primary revision in accordance
with one or more of the fork-join models to update the
primary revision maintained by the primary host.

In general, as discussed in detail throughout Section 2.3 .4,
and as illustrated by FIG. 13, the Eventually Consistent
Sharing Model uses the concept of “cloud types” to achieve
eventually consistent transactions for shared data.

In particular, as illustrated by FIG. 13, a data schema 1300
declared by the user for enabling operation of the Eventually
Consistent Sharing Model is constructed from “cloud
types.” In general, cloud types include, but are not limited to,
basic cloud types 1310 and structured cloud types 1320. The
basic cloud types 1310 include, but are not limited to, “cloud
strings” and “cloud integers”. The structured cloud types
1320 include, but are not limited to, “cloud entities,” “cloud
arrays,” and “cloud sets.” Again, these cloud types are
intended to be understood in view of the description pro-
vided in Section 2.3.4.

Once the data schema 1300 has been constructed from the
cloud types (1310 and/or 1320), automatic conflict resolu-
tion is enabled by automatically deriving 1330 a fork-join
model for shared data of the declared cloud type schema
1300. Further, revisions of the shared data held by clients
(and potentially hosts) store 1340 local replicas of data of the
declared schema 1300.

Finally, as illustrated by element 1350 of FIG. 13, given
the above-described information, the Eventually Consistent
Sharing Model forks and joins revisions using the automati-
cally derived fork-join models for conflict resolution in
order to manage and join updates to any revision by any
client or host at any time. See FIG. 12 for additional
discussion regarding joining of updates to provide eventu-
ally consistent transactions.

Finally, as illustrated by FIG. 14, the aforementioned
techniques are advantageously used to enable programming
that provides data sharing for mobile devices variously (and
possibly intermittently) connected via a networking envi-
ronment including, but not limited to, cloud services or
cloud-based computing environments. Note also that any
one or more of these “mobile devices” may be desktop or
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other computer types or devices that are connected to the
cloud service or cloud-based computing device.

More specifically, FIG, 14 provides an architectural dia-
gram that illustrates communications between a plurality of
mobile devices (1430, 1440, and 1450) in communication
with a cloud service (1400) for enabling eventually consis-
tent transactions relative to one or more revisions (1405,
1410, 1415, 1420) data shared between those mobile
devices, and held by each device as a local replica (1435,
1445, and 1455) of that shared data. In general, as illustrated
by FIG. 14, the techniques described throughout this docu-
ment enable eventually consistent transactions by synchro-
nizing and resolving conflicts between the local replicas
(1435, 1445, and 1455) held by each client or mobile device
(1430, 1440, and 1450) whenever the mobile device is
connected to the cloud service 1400.

4.0 Exemplary Operating Environments:

The Eventually Consistent Sharing Model described
herein is operational within numerous types of general
purpose or special purpose computing system environments
or configurations. FIG. 15 illustrates a simplified example of
a general-purpose computer system on which various
embodiments and elements of the Eventually Consistent
Sharing Model, as described herein, may be implemented. It
should be noted that any boxes that are represented by
broken or dashed lines in FIG. 15 represent alternate
embodiments of the simplified computing device, and that
any or all of these alternate embodiments, as described
below, may be used in combination with other alternate
embodiments that are described throughout this document.

For example, FIG. 15 shows a general system diagram
showing a simplified computing device such as computer
1500. Such computing devices can be typically be found in
devices having at least some minimum computational capa-
bility, including, but not limited to, personal computers,
server computers, hand-held computing devices, laptop or
mobile computers, communications devices such as cell
phones and PDA’s, multiprocessor systems, microproces-
sor-based systems, set top boxes, programmable consumer
electronics, network PCs, minicomputers, mainframe com-
puters, audio or video media players, etc.

To allow a device to implement the Eventually Consistent
Sharing Model, the device should have a sufficient compu-
tational capability and system memory to enable basic
computational operations. In particular, as illustrated by
FIG. 15, the computational capability is generally illustrated
by one or more processing unit(s) 1510, and may also
include one or more GPUs 1515, either or both in commu-
nication with system memory 1520. Note that that the
processing unit(s) 1510 of the general computing device of
may be specialized microprocessors, such as a DSP, a VLIW,
or other micro-controller, or can be conventional CPUs
having one or more processing cores, including specialized
GPU-based cores in a multi-core CPU.

In addition, the simplified computing device of FIG. 15
may also include other components, such as, for example, a
communications interface 1530. The simplified computing
device of FIG. 15 may also include one or more conven-
tional computer input devices 1540 (e.g., pointing devices,
keyboards, audio input devices, video input devices, haptic
input devices, devices for receiving wired or wireless data
transmissions, etc.). The simplified computing device of
FIG. 15 may also include other optional components, such
as, for example, one or more conventional computer output
devices 1550 (e.g., display device(s) 1555, audio output
devices, video output devices, devices for transmitting wired
or wireless data transmissions, etc.). Note that typical com-
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munications interfaces 1530, input devices 1540, output
devices 1550, and storage devices 1560 for general-purpose
computers are well known to those skilled in the art, and will
not be described in detail herein.

The simplified computing device of FIG. 15 may also
include a variety of computer readable media. Computer
readable media can be any available media that can be
accessed by computer 1500 via storage devices 1560 and
includes both volatile and nonvolatile media that is either
removable 1570 and/or non-removable 1580, for storage of
information such as computer-readable or computer-execut-
able instructions, data structures, program modules, or other
data. By way of example, and not limitation, computer
readable media may comprise computer storage media and
communication media. Computer storage media includes,
but is not limited to, computer or machine readable media or
storage devices such as DVD’s, CD’s, floppy disks, tape
drives, hard drives, optical drives, solid state memory
devices, RAM, ROM, EEPROM, flash memory or other
memory technology, magnetic cassettes, magnetic tapes,
magnetic disk storage, or other magnetic storage devices, or
any other device which can be used to store the desired
information and which can be accessed by one or more
computing devices.

Storage of information such as computer-readable or
computer-executable instructions, data structures, program
modules, etc., can also be accomplished by using any of a
variety of the aforementioned communication media to
encode one or more modulated data signals or carrier waves,
or other transport mechanisms or communications protocols,
and includes any wired or wireless information delivery
mechanism. Note that the terms “modulated data signal” or
“carrier wave” generally refer a signal that has one or more
of its characteristics set or changed in such a manner as to
encode information in the signal. For example, communi-
cation media includes wired media such as a wired network
or direct-wired connection carrying one or more modulated
data signals, and wireless media such as acoustic, RF,
infrared, laser, and other wireless media for transmitting
and/or receiving one or more modulated data signals or
carrier waves. Combinations of the any of the above should
also be included within the scope of communication media.

Further, software, programs, and/or computer program
products embodying the some or all of the various embodi-
ments of the Eventually Consistent Sharing Model described
herein, or portions thereof, may be stored, received, trans-
mitted, or read from any desired combination of computer or
machine readable media or storage devices and communi-
cation media in the form of computer executable instructions
or other data structures.

Finally, the Eventually Consistent Sharing Model
described herein may be further described in the general
context of computer-executable instructions, such as pro-
gram modules, being executed by a computing device.
Generally, program modules include routines, programs,
objects, components, data structures, etc., that perform par-
ticular tasks or implement particular abstract data types. The
embodiments described herein may also be practiced in
distributed computing environments where tasks are per-
formed by one or more remote processing devices, or within
a cloud of one or more devices, that are linked through one
or more communications networks. In a distributed comput-
ing environment, program modules may be located in both
local and remote computer storage media including media
storage devices. Still further, the aforementioned instruc-
tions may be implemented, in part or in whole, as hardware
logic circuits, which may or may not include a processor.
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The foregoing description of the Eventually Consistent
Sharing Model has been presented for the purposes of
illustration and description. It is not intended to be exhaus-
tive or to limit the claimed subject matter to the precise form
disclosed. Many modifications and variations are possible in
light of the above teaching. Further, it should be noted that
any or all of the aforementioned alternate embodiments may
be used in any combination desired to form additional
hybrid embodiments of the Eventually Consistent Sharing
Model. It is intended that the scope of the invention be
limited not by this detailed description, but rather by the
claims appended hereto.

What is claimed is:

1. A computer-implemented process, comprising using a
computing device to perform process actions for:

providing one or more fork-join models that represent a

pre-defined conflict resolution policy, defined by a
cloud data type, for updating a primary revision of data
shared between a plurality of computing devices con-
nected to a networking environment;

maintaining the primary revision on one or more of the

computing devices acting as a primary host, said pri-
mary revision representing a local revision held by the
primary host;

initiating one or more forks of the primary revision to one

or more of the computing devices acting as any of
clients and secondary hosts to create one or more
nested levels of forked revisions, each forked revision
stored as a local revision by the computing devices
receiving those forked revisions;

performing one or more update operations on any local

revision to create corresponding updated local revi-
sions; and

providing eventually consistent transactions by joining

one or more updated local revisions received by any
particular host into the local revision of the particular
host, and applying all update operations that were
performed on the received updated local revisions, in
the time between the fork of the primary revision to the
corresponding computing device and the join of the
corresponding updated local revision, to the local revi-
sion of the particular host in accordance with the
conflict-resolution policy.

2. The computer-implemented process of claim 1 wherein
one or more of the fork-join models are derived from a
corresponding revision diagram of arbitrary depth.

3. The computer-implemented process of claim 1 wherein
any client can disconnect from the networking environment
at any time.

4. The computer-implemented process of claim 1 wherein
any client can update its local revision at any time, whether
or not it is currently connected to the networking environ-
ment.

5. The computer-implemented process of claim 1 wherein
one or more of the clients perform the following case-based
process actions:

if the client updates its local revision and a new revision

is not currently expected by the client from any host,
sending a copy of that client’s updated local revision to
one or more of the hosts, and locally forking a new
copy of the updated local revision for continued local
use by the client;

if the new revision has been received by the client from

any host, using one or more of the fork-join models to
join the local revision into the new revision received
from the host to create a new local revision for that
client; and
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if the new revision expected from any host is not currently
available to the client, preventing that client from
joining or forking its local revision, and for any copy of
the client’s local revision sent to one or more hosts,
joining that copy to the primary revision in accordance
with one or more of the fork-join models to update the
primary revision maintained by the primary host.

6. The computer-implemented process of claim 1 wherein
the pre-defined conflict resolution policy does not include a
causally consistent partial order or timestamp evaluation.

7. The computer-implemented process of claim 1 wherein
each fork-join model automatically determines both arbitra-
tion and visibility of updates to the shared data received by
any computing device from any other computing device.

8. The computer-implemented process of claim 1 wherein
the pre-defined conflict resolution policy is defined by any of
a predefined and a user-defined cloud data type.

9. A system, comprising:

a general purpose computing device; and

a computer program comprising program modules

executable by the computing device, wherein the com-
puting device is directed by the program modules of the
computer program to:
provide one or more fork-join models that use a conflict
resolution policy, which does not include a causally
consistent partial order or timestamp evaluation, for
applying updates to a primary revision of data shared
between a plurality of computing devices connected to
a networking environment;

maintain the primary revision on one or more of the
computing devices acting as a primary host, said pri-
mary revision representing a local revision held by the
primary host;

initiate one or more forks of the primary revision to one

or more computing devices acting as any of clients and
secondary hosts to create one or more nested levels of
forked revisions, each forked revision stored as a local
revision on the computing devices receiving those
forked revisions;

perform one or more update operations on any local

revision to create corresponding updated local revi-
sions; and

provide eventually consistent transactions by performing

the following case-based actions while the data is being

shared:

if the client updates its local revision and a new revision
is not currently expected by the client from any host,
sending a copy of that client’s updated local revision
to one or more of the hosts, and locally forking a new
copy of the updated local revision for continued local
use by the client,

if the new revision has been received by the client from
any host, using one or more of the fork-join models
to join the local revision into the new revision
received from the host to create a new local revision
for that client, and

if the new revision expected from any host is not
currently available to the client, preventing that
client from joining or forking its local revision, and
for any copy of the client’s local revision sent to one
or more hosts, joining that copy to the primary
revision in accordance with one or more of the
fork-join models to update the primary revision
maintained by the primary host.

10. The system of claim 9 wherein one or more of the
fork-join models are derived from a corresponding revision
diagram of arbitrary depth.
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11. The system of claim 9 wherein any client can discon-
nect and subsequently reconnect to the networking environ-
ment at any time.
12. The system of claim 9 wherein any client can update
its local revision at any time, whether or not it is currently
connected to the networking environment.
13. The system of claim 11 wherein any client that
previously disconnected from the networking environment
will perform the case-based actions upon reconnection to the
networking environment.
14. The system of claim 9 wherein each fork-join model
automatically determines both arbitration and visibility of
updates to the shared data.
15. A computer-readable storage hardware device having
computer executable instructions stored therein, said
instructions causing a computing device to execute a method
comprising:
providing one or more fork-join models that provide a
pre-defined conflict resolution policy, defined by a
cloud data type, for applying updates to a primary
revision of data shared between a plurality of comput-
ing devices connected to a networking environment;

maintaining a primary revision of the shared data on one
or more of the computing devices acting as a primary
host, said primary revision representing a local revision
held by the primary host;

initiating one or more forks of the primary revision to one

or more computing devices acting as any of clients and
secondary hosts to create one or more nested levels of
forked revisions, each forked revision stored as a local
revision on the computing devices receiving those
forked revisions;

performing one or more update operations on any local

revision to create corresponding updated local revi-
sions; and

providing eventually consistent transactions by joining

one or more updated local revisions received by any
particular host into the local revision of the particular
host, and applying all update operations that were
performed on the received updated local revisions, in
the time between the fork of the primary revision to the
corresponding computing device and the join of the
corresponding updated local revision to the local revi-
sion of the particular host in accordance with the
conflict-resolution policy.

16. The computer-readable storage hardware device of
claim 15 wherein any client can disconnect from the net-
working environment at any time.

17. The computer-readable storage hardware device of
claim 15 wherein any client can update its local revision at
any time, whether or not it is currently connected to the
networking environment.

18. The computer-readable storage hardware device of
claim 16 wherein any client that previously disconnected
from the networking environment will perform the follow-
ing case-based actions upon reconnection to the networking
environment:

if the client has updated its local revision and a new

revision is not currently expected by the client from any
host, sending a copy of that client’s updated local
revision to one or more of the hosts, and locally forking
a new copy of the updated local revision for continued
local use by the client,

if the new revision has been received by the client from

any host, using one or more of the fork-join models to
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join the local revision into the new revision received
from the host to create a new local revision for that
client, and

if the new revision expected from any host is not currently

available to the client, preventing that client from
joining or forking its local revision, and for any copy of
the client’s local revision sent to one or more hosts,
joining that copy to the primary revision in accordance
with one or more of the fork-join models to update the
primary revision maintained by the primary host.

19. The computer-readable storage hardware device of
claim 15 wherein each fork-join model automatically deter-
mines both arbitration and visibility of updates to the shared
data.

20. The computer-readable storage hardware device of
claim 15 wherein each revision diagram corresponds to a
cloud data type.
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